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Abstract. How to effectively explore spatial-temporal features is im-
portant for video colorization. Instead of stacking multiple frames along
the temporal dimension or recurrently propagating estimated features
that will accumulate errors or cannot explore information from far-apart
frames, we develop a memory-based feature propagation module that
can establish reliable connections with features from far-apart frames
and alleviate the influence of inaccurately estimated features. To ex-
tract better features from each frame for the above-mentioned feature
propagation, we explore the features from large-pretrained visual mod-
els to guide the feature estimation of each frame so that the estimated
features can model complex scenarios. In addition, we note that adja-
cent frames usually contain similar contents. To explore this property
for better spatial and temporal feature utilization, we develop a local
attention module to aggregate the features from adjacent frames in a
spatial-temporal neighborhood. We formulate our memory-based feature
propagation module, large-pretrained visual model guided feature esti-
mation module, and local attention module into an end-to-end train-
able network (named ColorMNet) and show that it performs favorably
against state-of-the-art methods on both the benchmark datasets and
real-world scenarios. Our source codes and pre-trained models are avail-
able at: https://github.com/yyang181/colormnet.

Keywords: Exemplar-based video colorization · Deep convolutional neu-
ral network · Feature propagation

1 Introduction

Due to the technical limitations of old imaging devices, lots of videos captured
in the last century are in black and white, making them less visually appealing
on modern display devices. As most of these videos have historical values and
are difficult to reproduce, it is of great need to colorize them.
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Fig. 1: Colorization results on a real-world video and model performance comparisons
between our proposed ColorMNet and other methods on the DAVIS [26] dataset in
terms of PSNR and running time. State-of-the-art methods [10, 40] do not generate
well-colorized images in (b) and (c). In contrast, by exploring the features from large-
pretrained visual models to estimate robust spatial features for each frame, effectively
propagating these features along the temporal dimension based on memory mechanisms
for far-apart frames, and exploiting the video property that adjacent frames contain
similar contents, our method accurately restores the colors on the grass and generates
a realistic image in (d). (e) shows that the proposed ColorMNet performs favorably
against state-of-the-art methods in terms of accuracy and running time. The size of
the test images for measuring the running time is 960× 536 pixels.

Restoring high-quality colorized videos is challenging as it not only needs to
handle the colorization of each frame but also requires exploring temporal in-
formation from the video sequences. Therefore, directly applying existing image
colorization methods [4, 11, 13, 17, 20, 30, 36, 41, 43] does not generate satisfac-
tory colorized videos as minor perturbations in consecutive input video frames
may lead to substantial differences in colorized video results. To overcome this,
numerous methods model the temporal information from inter-frames by stack-
ing multiple frames along the temporal dimension [1, 10] or recurrently prop-
agating features [18, 32, 34, 40]. Although these approaches show better perfor-
mance than the ones based on single image colorization, stacking multiple frames
along the temporal dimension cannot effectively leverage spatial-temporal prior
from adjacent frames and requires a large amount of GPU memory. In addition,
recurrent-based feature propagation is not able to effectively explore long-range
information, leading to unsatisfactory results for frames far apart.

To better explore long-range temporal information, several approaches [21,37]
develop bidirectional recurrent-based feature propagation methods for video col-
orization. As the recurrent-based feature propagation treats the features of each
frame equally, if the features are not estimated accurately, the errors will accu-
mulate, thus affecting the final video colorization. Therefore, it is still challenging
to effectively model temporal information from long-range frames.

In addition to the temporal information exploration, how to extract good
features from each frame plays a significant role in video colorization. Existing
methods [1, 18, 32, 37, 40, 45] usually utilize a pretrained VGG [14] or ResNet-
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101 [7] to extract features from each frame. These methods are able to model local
structures but are less effective for exploiting non-local and semantic structures,
e.g ., complex scenes with multiple objects. To restore high-quality videos, it is
of great interest to develop a better feature representation method that is able
to characterize the non-local and semantic properties of each frame.

In this paper, we present a memory-based deep spatial-temporal feature prop-
agation network for video colorization. Note that the robustness of the spa-
tial features extracted from each frame is important, we first develop a large-
pretrained visual model guided feature estimation (PVGFE) module, which is
motivated by the success of large-pretrained visual models [23] in generating ro-
bust visual features to facilitate the spatial feature estimation. However, simply
recurrently propagating the estimated spatial features or directly stacking them
along the temporal dimension does not effectively explore temporal information
for video colorization. Moreover, it requires a large amount of GPU memory
capacity to store past frame representations when the spatial resolution is large
and videos are long. To overcome these problems, we then propose a memory-
based feature propagation (MFP) module that can not only adaptively explore
and propagate useful features from far-apart frames but also reduce memory
consumption. In addition, we note that adjacent frames of a video usually con-
tain similar contents and thus develop a local attention (LA) module to better
utilize the spatial and temporal features. Taken together, the memory-based
deep spatial-temporal feature propagation network, called ColorMNet, is able to
generate high-quality video colorization results (see Figure 1(e)).

The main contributions are summarized as follows:
– We propose a large-pretrained visual model guided feature estimation mod-

ule to model non-local and semantic structures of each frame for colorization.
– We develop a memory-based feature propagation module to adaptively ex-

plore temporal features from far-apart frames and reduce memory usage.
– We develop a local attention module to explore similar contents of adjacent

frames for better video colorization.
– We formulate the proposed network into an end-to-end trainable framework

and show that it performs favorably against state-of-the-art methods on both
the benchmark datasets and real-world scenarios.

2 Related Work

User-guided image colorization. Since the colorization problem is ill-posed,
conventional image colorization methods usually adopt local user hints [2, 8, 20,
22, 27, 28, 38, 43, 44] to make this problem well-posed. However, these methods
do not fully exploit the property of video sequences and usually need to solve
temporal consistency problems. In addition, their colorization performance for
individual frame is usually far from satisfactory as estimating global and seman-
tic features is challenging.
Automatic video colorization. Instead of using user-guided image methods,
several approaches explore deep learning to solve video colorization. In [18, 45],
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both the colorization performance and the temporal consistency are enhanced
by recurrently propagating features from adjacent frames for video colorization.
In [21], Liu et al . use bidirectional propagation to explore temporal features
and introduces a self-regularization learning scheme to minimize the prediction
difference obtained with different time steps. Although using feature propagation
improves the temporal consistency, it is not a trivial task to estimate the spatial
features from each frame due to the inherent complexity of scenes in videos.
Moreover, these automatic video colorization methods [25,29,36] may work well
on synthetic datasets but lack generality on diverse real-world scenarios.
Exemplar-based video colorization. Exemplar-based methods aim to gener-
ate videos that are faithful to the exemplar with enhanced temporal consistency.
In [40], Zhang et al . employ a recurrent-based feature propagation module to
explore temporal features for latent frame restoration. In [10], Iizuka et al . pro-
pose stacking multiple frames along the temporal dimension to obtain better
performance. To better explore spatial and temporal features, Chen et al . [1]
adopt ResNets [7] instead of the commonly-used VGG [14] model for better spa-
tial feature estimation and split video sequences into frame blocks for long-term
spatiotemporal dependency. In [37], Yang et al . use bidirectional propagation to
gradually propagate features and use optical flow models [31] to align adjacent
frames. Recurrently propagating information from long-range frames or stack-
ing multiple frames improves the colorization performance. However, if there are
inaccurately estimated features of long-range frames, the errors will be accumu-
lated, which thus affects video colorization. Additionally, when dealing with long
videos, these methods often consume significant GPU memory and suffer from
slow inference speeds, posing substantial challenges to video colorization.

3 ColorMNet

We denote the input grayscale frames as {Xi}Ni=1 (where Xi ∈ RH×W×1, H×W
denotes the spatial resolution, N is the number of frames of the input video),
and the given colorful exemplar as R (where R ∈ RH×W×3). Our goal is to
develop an effective and efficient video colorization method to restore colorful
videos {Ii}Ni=1 (where Ii ∈ RH×W×3) with low GPU memory requirements.
The proposed ColorMNet contains a large-pretrained visual model guided fea-
ture estimation (PVGFE) module to extract spatial features from each frame,
a memory-based feature propagation (MFP) module that is able to adaptively
explore the temporal features from far-apart frames, and a local attention (LA)
module that is used to explore the similar contents from adjacent frames for
better spatial and temporal feature utilization. Figure 2 illustrates the overview
of the proposed method. In the following, we explain each module in detail.

3.1 PVGFE module

To estimate robust spatial features, we explore the features learned from large-
pretrained visual models as they are able to model the non-local and semantic
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Fig. 2: An overview of the proposed ColorMNet. The core components of our method
include: (a) large-pretrained visual model guided feature estimation (PVGFE) module,
(b) memory-based feature propagation (MFP) module and (c) local attention (LA).

information and are robust to numerous scenarios. Note that one of the large-
pretrained visual models, i.e., DINOv2 [23], adopts ViT [5] as the main feature
extractor and generates all-purpose visual features facilitating both image-level
(classification) and pixel level (segmentation) tasks due to its robust feature
representation ability. In this paper, we utilize the global features learned from
DINOv2 to guide the local features learned from CNNs for better feature esti-
mation of each frame.

Given the input grayscale frames {Xi}Ni=1, we first extract features {Gi}Ni=1

and {Li}Ni=1 by applying the pretrained DINOv2 and ResNet50 [7] to {Xi}Ni=1,
respectively. Then we use the cross attention [39] to fuse {Gi}Ni=1 and {Li}Ni=1

for obtaining robust spatial features.
Specifically, we first extract the query feature QG

i from Gi, the key feature
KL

i and the value feature V L
i from Li by:

QG
i = Conv3×3(Gi), (1a)

KL
i = Conv3×3(Li), (1b)

V L
i = Conv3×3(Li), (1c)

where {QG
i ,K

L
i , V

L
i } ∈ RĤ×Ŵ×Ĉ , Ĥ×Ŵ and Ĉ denote the spatial and channel

dimensions, respectively; Conv3×3(·) denotes a convolution with the filter size of
3× 3 pixels. We denote the matrix forms of QG

i , KL
i , V L

i as Q̂G
i , K̂L

i , V̂L
i , and

obtain the fused feature by:

F̂i = softmax

(
Q̂G

i (K̂
L
i )

⊤

α

)
V̂L

i , (2)
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where Q̂G
i ∈ RĈ×ĤŴ , K̂L

i ∈ RĈ×ĤŴ and V̂L
i ∈ RĈ×ĤŴ are obtained by

reshaping tensors [39] from the original size RĤ×Ŵ×Ĉ ; softmax(·) denotes the
softmax operation that is applied to each row of the matrix; α is a scaling factor.

In our implementation, we take the features of the last 4 layers of ViT-
S/14 from DINOv2 and concatenate them together in channel dimension as the
feature Gi. For the feature Li, we take stage-4 features with stride 16 from
the base ResNet50 [7]. Finally, the feature F̂i ∈ RĈ×ĤŴ is reshaped into
Fi ∈ RĤ×Ŵ×Ĉ for the following processing.

3.2 MFP module

Inspired by the efficient mechanisms of human brains in memorizing long-term
information [3], i.e., paying more attention to frequently used information, we
propose a memory-based feature propagation module to effectively and efficiently
explore temporal features by establishing reliable connections with features from
far-apart frames and alleviating the influence of inaccurately estimated features.

Assuming that we have predicted i− 1 color frames {I1, · · · , Ii−1} with their
chrominance channels {Y1, · · · , Yi−1} and luminance channels {X1, · · · , Xi−1}
(i.e., the input grayscale frames), we aim to estimate the chrominance channel
Yi of the i-th color frame Ii based on {Y1, · · · , Yi−1} and the given exemplar R.

First, we extract features {F1, F2, · · · , Fi} and Fr from {X1, X2, · · · , Xi} and
the luminance channel Xr of R using the proposed PVGFE module for global
and semantic features in the spatial dimension. Meanwhile, we extract features
{E1, · · · , Ei−1} and Er from {Y1, · · · , Yi−1} and the chrominance channel Yr of
R using a lightweight pretrained ResNet18 [7]. Then, we generate the embedded
query, key, and value features by:

QF
i = Conv3×3(Fi), (3a)

{KF
j }i−1

j=1 = {Conv3×3(Fj)}i−1
j=1, (3b)

KF
r = Conv3×3(Fr), (3c)

{V E
j }i−1

j=1 = {Conv3×3(Ej)}i−1
j=1, (3d)

V E
r = Conv3×3(Er). (3e)

As {KF
1 , · · · ,KF

i−1} and {V E
1 , · · · , V E

i−1} contain valuable historical infor-
mation of previously colorized video frames {I1, · · · , Ii−1}, they facilitate the
establishment of long-range temporal correspondences between the contents of
the current frame and those of the previously colorized video frames. However,
memorizing all of the historical frames results in significant GPU memory con-
sumption, especially as the number of colorized frames increases. As a trade-off
between long-range correspondence and memory consumption, we keep every γ
frame and discard the remaining ones that contain similar contents to obtain
more temporally compact and representative features.

In particular, given that adjacent frames are mutually redundant, we first
merge the temporal features by concatenating every γ frame, thereby estab-
lishing reliable connections with far-apart frames under constrained memory
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consumption, and obtain the aggregated key features AK
1 by:

AK
1 = Concat(KF

γ ,K
F
2γ , · · · ,KF

zγ), (4)

where {KF
γ ,K

F
2γ , · · · ,KF

zγ} are the matrix forms of {KF
γ ,KF

2γ , · · · ,KF
zγ}, z =

⌊ i−1
γ ⌋, ⌊·⌋ denotes the round down operation, and Concat(·) denotes the spatial

dimension concatenation operation.
Note that errors are likely to accumulate when the features of some frames are

not estimated accurately. In addition, the high dimension (ĤŴ ) of AK
1 makes it

impossible to handle lots of video frames with limited GPU memory capacity. To
overcome these problems, we then aggregate AK

1 into a more spatially compact
and less error-prone form by selecting better features with higher usage. However,
the computation of the feature usage frequency relies on a sufficient number of
colorized frames. Therefore, when the number of colorized frames is small (i.e.,
z < Ns), we directly use AK

2 as the output of our proposed MFP module, which
is defined as:

AK
2 = Concat

(
KF

r ,A
K
1

)
, (5)

where KF
r is the matrix form of KF

r . When a sufficient number of frames is
colorized (i.e., z = Ns), we aggregate AK

1 by compressing the earlier Ne frames
to reduce GPU memory consumption and alleviate the influence of inaccurately
estimated features for better video colorization. After the aggregation, the total
number of aggregated frames reduced from z = Ns to z = Ns −Ne and we use
AK

2 in (5) as the output of the MFP module until z reaches Ns again. In the
following, we explain the situation when z = Ns in detail.

We first define the cumulative similarities {Sγ , · · · ,Szγ} for the key features
{KF

γ , · · · ,KF
zγ}, which are aggregated in (4), as:

Sγ =

i−1∑
j=γ+1

ĤŴ∑
m=1

(
softmax

(
−Cj

))
,Cj = (Cj

m,n), (6a)

Cj
m,n =

∥∥KF
j (:,m)−KF

γ (:, n)
∥∥2
2
, (6b)

where Sγ ∈ R1×ĤŴ and Cj ∈ RĤŴ×ĤŴ , KF
j (:,m) denotes the m-th feature

vector in KF
j and KF

γ (:, n) denotes the n-th feature vector in KF
γ , {KF

j ,K
F
γ } ∈

RĈk×ĤŴ , ∥·∥2 denotes the Euclidean distance calculation. Then, we normalize
Sγ by dividing it by the number of frames in {KF

j }
i−1
j=γ+1 for fairness consider-

ation and obtain S
′

γ =
Sγ

i−1−γ , which can be utilized to estimate the probability
that the feature KF

γ is accurately predicted as S
′

γ describes how frequently the
feature is used. We further define a top-M operation TM (·) to select the best M
pixels of all features from the earlier Ne frames {KF

γ , · · · ,KF
Neγ

}, based on the
highest M values in {S′

γ , · · · ,S
′

Neγ
} as:

Kc = Concat
(
KF

γ , · · · ,KF
Neγ

)
, (7a)

Sc = Concat
(
S

′

γ , · · · ,S
′

Neγ

)
, (7b)

TM (Kc) = Concat (Kc(:, 1), · · · ,Kc(:,M)) , (7c)
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where Kc ∈ RĈk×NeĤŴ , Sc ∈ R1×NeĤŴ , and {Kc(:, 1), · · · ,Kc(:,M)} denote
the M feature vectors in Kc that satisfy {Sc(:, 1), · · · ,Sc(:,M)} are the top-M
values in Sc. Then we obtain the aggregated key features AK

2 by:

AK
2 = Concat

(
TM (Kc) ,KF

r ,K
F
(Ne+1)γ , · · · ,K

F
zγ

)
, (8)

where AK
2 ∈ RĈk×T , T = M + (1+ z−Ne)ĤŴ . Similarly, we obtain the aggre-

gated value features AV
2 ∈ RĈv×T by aggregating {V E

r , {V E
j }i−1

j=1}.
To fully exploit the temporal information contained in AK

2 and AV
2 , we use

a commonly used L2 similarity to find the features in AK
2 that are most similar

to QF
i , where QF

i ∈ RĈk×ĤŴ is the matrix form of QF
i , by:

Wi = softmax
(
−Di

)
,Di = (Di

m,n), (9a)

Di
m,n =

∥∥QF
i (:,m)−AK

2 (:, n)
∥∥2
2
, (9b)

where {Wi,D
i} ∈ RĤŴ×T , QF

i (:,m) denotes the m-th feature vector in QF
i

and AK
2 (:, n) denotes the n-th feature vector in AK

2 . Then, we reconstruct the
i-th estimated feature Vi ∈ RĈv×ĤŴ of the chrominance channel by mapping
the aggregated value features AV

2 based on Wi as:

Vi = AV
2 (Wi)

⊤
. (10)

Finally, we obtain the estimated feature Vi by reshaping Vi to its original size
RĤ×Ŵ×Ĉv

. In the following, we enhance Vi by a local attention (LA) module.

3.3 LA module

As adjacent frames contain similar contents that may be useful to complement
the long-range information captured by MFP, we develop a local attention (LA)
module to explore better spatial-temporal features.

We first use Qp
i ∈ R1×1×Ĉk

to represent the feature QF
i in (3a) at the spatial

location p ∈ RĤ×Ŵ . Next, we formulate the past d key features in (3b) and past
d value features in (3d) of the spatial-temporal neighborhood corresponding to
Qp

i as:

KN (p),c = Concat(K
N (p)
i−d , · · · ,KN (p)

i−1 ), (11a)

V N (p),c = Concat(V
N (p)
i−d , · · · , V N (p)

i−1 ), (11b)

where K
N (p)
j and V

N (p)
j denote the j-th key feature and value feature corre-

sponding to a λ×λ patch N (p) centered at p, KN (p),c ∈ Rd×λ×λ×Ĉk

and V N (p),c

∈ Rd×λ×λ×Ĉv

. Then we apply the local attention to Qp
i with KN (p),c and V N (p),c

and obtain the output of LA module at location p as:

Lp
i = softmax

(
Qp

i (K
N (p),c)

⊤

β

)
VN (p),c, (12)
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Table 1: Quantitative comparisons of the proposed method against state-of-the-art
ones on the DAVIS [26] validation set (short frame length), the Videvo [16] validation
set (medium frame length) and the NVCC2023 [12] validation set (long frame length).
Our method achieves favorable performance in most of the metrics. Top 1st and 2nd

results are marked in bold red and blue respectively. ∗ denotes that we apply DVP [19]
to the results of Color2Embed and DDColor as post-processing method. Note that for
the LPIPS matrix on Videvo, we examine the performance of our method and BiSTNet
in additional decimal places to determine the best one and the second best one as the
performance of these two methods appears to be identical when displayed in the table
with a limited number of decimal places. † denotes that two exemplars are used.

Methods DDColor
[13]

Color2Embed
[44]

DDColor∗

[13]
Color2Embed∗

[44]
VCGAN

[45]
TCVC

[21]
DeepExemplar

[40]
DeepRemaster

[10]
BiSTNet†

[37]
ColorMNet

(Ours)
Categories Image-based Fully-automatic Exemplar-based

Effectivenes evaluation
DAVIS
PSNR (dB)↑ 30.84 31.33 30.67 31.05 30.24 31.10 33.24 33.25 34.02 35.77
FID↓ 65.13 101.08 86.96 118.11 128.48 116.41 69.56 92.28 44.69 38.39
SSIM↑ 0.926 0.951 0.936 0.943 0.924 0.955 0.950 0.961 0.964 0.970
LPIPS↓ 0.085 0.076 0.086 0.086 0.100 0.080 0.062 0.060 0.043 0.035
FVD↓ 687.33 864.11 1036.92 1037.21 557.02 1051.85 472.43 557.03 333.56 180.84
Colorfulness↑ 34.95 20.49 27.13 20.27 15.32 20.96 21.08 19.15 26.23 28.94
Videvo
PSNR (dB)↑ 30.76 31.65 30.60 31.62 30.62 31.29 33.11 32.95 34.12 34.35
FID↓ 45.08 66.73 50.80 73.02 97.86 80.74 54.93 68.15 32.25 30.76
SSIM↑ 0.925 0.958 0.940 0.960 0.934 0.956 0.956 0.964 0.968 0.972
LPIPS↓ 0.079 0.060 0.077 0.061 0.085 0.068 0.053 0.053 0.036 0.036
FVD↓ 568.66 694.07 754.17 790.23 1104.69 989.14 479.38 503.11 190.82 149.95
Colorfulness↑ 31.70 17.20 23.48 16.50 13.94 18.41 18.01 15.38 22.36 24.83
NVCC2023
PSNR (dB)↑ 29.95 30.90 30.16 30.66 29.77 30.45 32.03 32.25 33.18 33.26
FID↓ 48.50 65.92 95.83 70.35 86.59 72.76 35.39 53.03 25.55 20.16
SSIM↑ 0.888 0.933 0.911 0.927 0.866 0.935 0.930 0.951 0.949 0.959
LPIPS↓ 0.114 0.091 0.099 0.098 0.130 0.089 0.073 0.071 0.054 0.039
FVD↓ 704.16 776.82 857.21 866.37 988.39 898.79 301.32 426.91 151.43 80.03
Colorfulness↑ 45.37 28.06 36.43 26.55 20.56 33.99 31.08 25.01 38.06 39.30

Efficiency evaluation
Running time (/s) 0.31 0.13 2.35 2.03 0.08 0.09 0.80 0.61 1.62 0.07
Memory (G) / / / / 5.63 4.24 19.0 16.6 34.9 1.9
Parameters (M) 227.9 176.54 227.9 176.54 96.57 198.38 59.74 54.28 158.17 123.61

Temporal consistency evaluation
CDC↓ 0.007440 0.003961 0.003892 0.003947 0.005506 0.003871 0.003876 0.004285 0.003870 0.003763

where Qp
i ∈ R1×Ĉk

, KN (p),c ∈ Rdλ2×Ĉk

and VN (p),c ∈ Rdλ2×Ĉv

are matrices
obtained by reshaping Qp

i , K
N (p),c and V N (p),c from their original size, β is the

scaling factor. Finally, we obtain the feature Li ∈ RĤ×Ŵ×Ĉv

by reshaping Li to
its original size.

To restore the colors of the input frame Xi, we further adopt a simple but
effective decoder. Specifically, we use a decoder D(·) consisting of ResBlocks [7]
followed by up-sampling interpolation layers to gradually refine the enhanced
feature Vi + Li and obtain the predicted i-th chrominance channel Yi as:

Yi = D(Vi + Li). (13)

4 Experimental Results

In this section, we first describe the experimental settings of the proposed Col-
orMNet. Then we evaluate the effectiveness of our approach against state-of-
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the-art methods. More experimental results are included in the supplemental
material. The training code and test models will be available to the public.

4.1 Experimental settings

Datasets. Following previous works [1,21,37], we use the datasets of DAVIS [26]
and Videvo [16] for training and generate grayscale video frames using OpenCV
library. For testing, we use three popular benchmark test datasets including the
DAVIS validation set, the Videvo validation set and the official validation set of
NTIRE 2023 Video Colorization Challenge [12] (NVCC2023 for short).
Exemplars. Following [1, 10, 37, 40], we adopt a similar strategy to utilize the
first frame of each video clip as an exemplar to colorize the video clip.
Evaluation metrics. Following the experimental protocol of most existing col-
orization methods, we use peak signal-to-noise ratio (PSNR), structural similar-
ity index measurement (SSIM) [35], the Fréchet Inception Distance (FID) [9],
the learned perceptual image patch similarity (LPIPS) [42], the Fréchet Video
Score (FVD) [33], and the colorfulness score (Colorfulness) [6] as evaluation met-
rics. These assessment matrices cover a spectrum of pixel-wise considerations,
the distribution similarity between generated images as well as ground truth
images, and the perception similarity.
Implementation details. We train our model on a machine with one RTX
A6000 GPU. We adopt the Adam optimizer [15] with default parameters using
PyTorch [24] for 160,000 iterations. The batch size is set to 4. We adopt the CIE
LAB color space for each frame in our experiments. The learning rate is set to
a constant 2× 10−5. We empirically set γ = 5, Ne = 5, Ns = 10, M = 128 and
d = 1. We employ a L1 loss, computed as the mean absolute errors between the
predicted images and the ground truths.

4.2 Comparisons with state-of-the-art methods

Quantitative comparison. We benchmark our method against state-of-the-art
ones on three datasets and report quantitative results. The competing methods
include the automatic colorization techniques [21,45], single exemplar-based ap-
proaches [10, 40], and a double exemplar-based method [37]. Furthermore, for
enhanced self-containment, we incorporate comparisons with leading image col-
orization methods [13,44] and enhance the temporal consistency of these meth-
ods by applying DVP [19] as post-processing method. For [10, 21, 37, 45], whose
weights are trained on the same datasets as our method, we conduct tests using
their official codes and weights provided by the authors. However, for [13,40,44],
we train from scratch using the official codes on identical datasets as our method
to ensure fair comparisons. In addition, we adhere to the commonly adopted pro-
tocol of using the same first frame ground truth image of each video clip as the
exemplar for testing all exemplar-based methods [10,37,40,44], with the excep-
tion that we also include the last frame as an extra exemplar for testing the
double exemplar-based method, BiSTNet [37].
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(a) (b) (c) (d)

Input frame and exemplar image (e) (f) (g) (h)

Fig. 3: Qualitative comparisons on clip parkour from the validation set of DAVIS [26]
dataset. (a)-(g) are the colorization results by DDColor [13], TCVC [21], VCGAN [45],
DeepRemaster [10], DeepExemplar [40], BiSTNet† [37] and ColorMNet (Ours). (h)
Ground truth. The evaluated methods do not generate realistic colorful images in (a)-
(f). In contrast, our approach generates a well-colorized image in (g).

Table 1 shows that the ColorMNet consistently generates competitive col-
orization results on the DAVIS [26] validation set, the Videvo [16] validation set,
and the NVCC2023 [12] validation set, where our method performs better than
the evaluated methods in terms of PSNR, SSIM, FID, LPIPS, and FVD, indi-
cating that our method not only can generate both high-quality and high-fidelity
colorization results, but also demonstrates the good generalization based on the
favorable performance on the validation set in NVCC2023 (the training set in
NVCC2023 is not included in the training phase).
Qualitative evaluation. Figure 3(a) shows that the image-based method [13]
generates results with non-uniform colors on the man’s face and cloth. Automatic
video colorization techniques [21, 45] can not generate vivid colors (Figure 3(b)
and (c)). Exemplar-based methods [10, 37, 40] can not establish long-range cor-
respondence and thus fail to restore the colors on the man’s arms and cloth
(Figure 3(d)-(f)). In contrast, the proposed ColorMNet generates a vivid col-
orized image (Figure 3(g)) by modeling both the spatial information from each
frame and the temporal information from far-apart frames.
Evaluations on real-world videos. We further evaluate the proposed method
on a real-world grayscale video, Manhattan (1979). We obtain the exemplars
(Figure 4(b)) by searching the internet to find the most visually similar images
to the input video frames. Figure 4(c) and (d) show that state-of-the-art meth-
ods [10, 40] do not colorize the objects (e.g ., the wall of the building, the trees
and the sky) well. In contrast, our method generates better-colorized frames,
where the colors look natural and realistic (Figure 4(e)). In addition, our method
demonstrates its robustness by consistently generating similar results even when
provided with exemplar images that possess diverse colors and contents.
Efficiency evaluation. Given that practical applications of video colorization
often involve processing longer videos, where maximum GPU memory usage and
inference speed are critical metrics, we further evaluate our method against three
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(a) (b) (c) (d) (e)

Fig. 4: Qualitative colorization compar-
isons on film Manhattan (1979). (a) Input
frame. (b) Exemplar images. (c)-(e) are
the colorization results by DeepRemas-
ter [10], DeepExemplar [40] and ColorM-
Net (Ours), respectively. Our ColorMNet
generates error-free and realistic colors in
(e) compared with (c) and (d).

Table 2: Quantitative evaluations on
the effectiveness of the proposed PVGFE,
MFP, and LA modules in our ColorMNet.
Evaluated on the DAVIS [26] validation
set. Our proposed ColorMNet achieves
the best performance in terms of PSNR
and SSIM among baseline methods.

Components Feature extractor Feature propagation Locality Metrics
Methods ResNet50 DINOv2 PVGFE Stacking Recurrent MFP LA PSNR↑ SSIM↑
ColorMNetw/ ResNet50 ! ! ! 35.01 0.962
ColorMNetw/ DINOv2 ! ! ! 35.38 0.963
ColorMNetw/ Concatenation ! ! ! ! 35.26 0.965
ColorMNetw/ Stacking ! ! ! ! ! 33.94 0.961
ColorMNetw/ Recurrent ! ! ! ! ! 35.26 0.966
ColorMNetw/o LA ! ! ! ! 35.44 0.967
ColorMNet (Ours) ! ! ! ! ! 35.77 0.970

representative state-of-the-art exemplar-based video colorization approaches [10,
37,40]. Specifically, we record the maximum GPU memory consumption during
the inference on a machine with an NVIDIA RTX A6000 GPU. The average
running time is obtained using 300 test images with a 960× 536 resolution.

Table 1 shows that the maximum GPU consumption of ColorMNet (ours)
is only 11.2% of DeepRemaster [10], 10.0% of DeepExemplar [40] and 5.4% of
BiSTNet [37]; the running time is at least 8× faster than the evaluated methods.
Temporal consistency evaluations. To examine whether the colorized videos
generated by our method have a better temporal consistency property, we use
the color distribution consistency index (CDC) [21] as the metric. Table 1 shows
that our method has a lower CDC value when compared to exemplar-based
methods [10, 37, 40] on the DAVIS [26] validation set, which indicates that our
method is capable of generating videos with improved temporal consistency by
exploring better temporal information.

5 Analysis and Discussion

To better understand how our method solves video colorization and demonstrate
the effectiveness of its main components, we conduct a deeper analysis of the
proposed approach. For the ablation studies in this section, we train our method
and all alternative baselines on the training set of the DAVIS [26] dataset and
the Videvo [16] dataset with 160,000 iterations for fair comparisons.
Effectiveness of PVGFE. The proposed PVGFE explores robust spatial fea-
tures that can model both global semantic structures and local details for better
video colorization. To demonstrate its effectiveness, we compare with baseline
methods that respectively replace the PVGFE with the pretrained ResNet50 [7]
(ColorMNetw/ ResNet50 for short), the pretrained DINOv2 [23] (ColorMNetw/ DINOv2
for short), and the concatenation of both pretrained ResNet50 and DINOv2
(ColorMNetw/ Concatenation for short) in our implementation. Table 2 shows that
our ColorMNet with the PVGFE outperforms all baseline methods. The qualita-
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(a) (b) (c)

Input frame and exemplar image (d) (e) (f)

Fig. 5: Effectiveness of PVGFE for video colorization. (a) Input patch. (b)-
(e) are the colorization results by ColorMNetw/ ResNet50, ColorMNetw/ DINOv2,
ColorMNetw/ Concatenation and ColorMNet (Ours), respectively. (f) Ground truth. Com-
pared to the baselines, our approach yields a more natural colorized result in (e).

tive comparisons in Figure 5 show that the results obtained by baseline methods
exhibit severe color distortions on the cloth of the player (Figure 5(b)-(d)). In
contrast, our proposed ColorMNet with the PVGFE generates a better-colorized
frame in Figure 5(e). Note that the PVGFE can adaptively enhance useful
features while reducing the influence of useless information based on the sim-
ilarities computed on input features by employing cross-attention (i.e., (2)).
However, a direct concatenation of features evenly without discrimination, i.e.,
ColorMNetw/ Concatenation, is less effective for reducing the impact of useless fea-
tures, thus degrading performance in Table 2 and Figure 5(d).
Effectiveness of MFP. The proposed MFP propagates temporal features for
better long-range correspondences. To investigate whether directly stacking mul-
tiple frames along the temporal dimension or recurrently propagating features
can already generate competitive results, we compare with baseline methods
that respectively replace the MFP with direct stacking of the features from all
previous colorized frames and the exemplar image along the temporal dimen-
sion (ColorMNetw/ Stacking for short) and the recurrent-based feature propaga-
tion [18,32,34,40] (ColorMNetw/ Recurrent for short) in our implementation.

Table 2 shows that the PSNR value of our ColorMNet is at least 0.51dB
higher than each baseline method, which illustrates the effectiveness of the pro-
posed MFP in propagating features for video colorization. Figure 6(b) shows
that the baseline that directly stacks frames is not able to generate a realistic
image as spatial-temporal priors are not well-explored. The result obtained by
the baseline with recurrent-based feature propagation contains significant color
distortions on the boy (Figure 6(c)), as the errors accumulate in the recurrent-
based propagation steps. In contrast, the proposed ColorMNet using the MFP
generates a vivid and error-free image in Figure 6(d).
Efficiency of MFP. To examine the efficiency of the proposed MFP, we fur-
ther evaluate the proposed ColorMNet against the baseline method with direct
stacking (i.e., ColorMNetw/ Stacking) on the validation set of NVCC2023 [12]
in terms of the maximum GPU memory consumption and the average running
time. Table 3 shows that our ColorMNet only requires 7.8% of the maximum
GPU consumption of the baseline method, but the average running time of our
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(a) (b) (c) (d) (e)
Fig. 6: Effectiveness of the MFP mod-
ule for video colorization. (a) Input frame
and exemplar image. (b)-(d) are the col-
orization results by ColorMNetw/ Stacking,
ColorMNetw/ Recurrent and ColorMNet
(Ours), respectively. (e) Ground truth.
The baseline methods do not colorize the
boy, the trees, and the sky well in (b) and
(c). In contrast, our ColorMNet generates
a colorized frame that contains fewer color
distortions and more vivid colors in (d).

Table 3: Efficiency of the proposed MFP
module for video colorization.

Methods Memory consumption (G) Running time (/s)
ColorMNetw/ Stacking 24.1 1.04
ColorMNet (Ours) 1.9 0.07

(a) (b) (c) (d)
Fig. 7: Effectiveness of the proposed
LA module for video colorization. (a)
Input frame and exemplar image. (b)
and (c) are the colorization results by
ColorMNetw/o LA and ColorMNet (Ours).
(d) Ground truth. Our approach is able to
generate better-colorized result in (c).

approach is nearly 14× faster than the baseline method, which indicates the
efficiency of the proposed MFP.

Tables 2 and 3 show that our approach using the MFP achieves a favorable
performance in terms of faster inference speed, lower GPU memory consump-
tion, and better colorization results, which demonstrates the effectiveness and
efficiency of the proposed MFP in video colorization.
Effectiveness of LA. To demonstrate the effect of the proposed LA, we further
compare with a baseline method that removes the LA module (ColorMNetw/o LA
for short) in our implementation. Table 2 shows that our ColorMNet using the
LA generates better results with higher PSNR and SSIM values than the baseline
method. Figure 7(b) shows that the baseline method without the LA does not
exploit the prior information among consecutive frames and thus cannot restore
the colors on the sky and the leaves. However, our approach generates vivid and
realistic colors in Figure 7(c), which demonstrates that the proposed LA module
is effective in capturing and leveraging better spatial-temporal features.
Limitations. We aim to enhance video colorization performance while reducing
GPU memory usage. However, the proposed model size is relative large, which
requires 123.61 Million parameters.

6 Conclusion

We present an effective memory-based deep spatial-temporal feature propaga-
tion network for video colorization. We develop a large-pretrained visual model
guided feature estimation module to better explore robust spatial features. To
establish reliable connections from far-apart frames, we propose a memory-based
feature propagation module. We develop a local attention module to better uti-
lize spatial-temporal priors. Both quantitative and qualitative experimental re-
sults show that our method performs favorably against state-of-the-art methods.
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