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A Additional Visualizations of SignAvatars Dataset

In this section, we present more samples and visualizations of our SignAvatars
dataset for each of the subsets categorized by the annotation type: spoken lan-
guage (sentence-level), HamNoSys, and word-level prompt annotation.

A.1 Qualitative Analysis of SignAvatars Dataset

We provide further details of our SignAvatars dataset and present more visualiza-
tion of our data in Fig. 1, Figs. 2 and 3. Being the first large-scale multi-prompt
3D sign language (SL) motion dataset with accurate holistic mesh representa-
tions, our dataset enables various tasks such as 3D sign language recognition
(SLR) and the novel 3D SL production (SLP) from diverse inputs like text
scripts, individual words, and HamNoSys notation. We also provide a demo video
in the supplementary materials and our project page: https://signavatars.github.io/.

A.2 More generation samples from SignVAE

We now share snapshot examples produced from our SignVAE, demonstrating
the application potential for 3D sign language production in our demo video on
project page.

B Analysis of annotation pipeline

In this section, we provide further analysis of our annotation pipeline. Since there
is not yet an existing benchmark for SL reconstruction while our method is not
limited to SL video, we provide more in-the-wild examples with our annotation
methods in Fig. 6 to demonstrate the reconstruction ability of our annotation
pipeline. Moreover, Fig. 5 illustrates more qualitative comparison with state-of-
the-art methods on EHF dataset [23], where we can observe that our method
provides significantly better quality regarding pixel alignment, especially with
more natural and plausible hand poses. Subsequently, the biomechanical con-
straints can serve as a prior for eliminating the implausible poses, which happens
frequently in complex interacting-hands scenarios for other monocular capture
methods, as shown in Fig. 7.
† Work done during an internship at Tencent AI Lab.
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Fig. 1: More sentence-level spoken language examples of SignAvatars, ASL subset. We
have different shapes of annotations presenting the accurate body and hand estimation.

B.1 Further comparison with State-of-the-art Methods

In this section, we compared our method against SGNify [10] . Tab. 1 and Fig. 4
clearly present the gains form our method. Note that our method is also running
significantly faster than SGNify. On a single V100 GPU, our method takes 3 � 5
minutes to run on a 60-frame video of HamNoSys where two hands are presented
while SGNify takes hours.

C Further Evaluation of SL generation

C.1 More Experiments of Baselines

In our main paper, We adapt MDM (phrased as SignDiffuse) to use our prompt
encoder as the semantic adaptor instead of the pre-trained CLIP. We provide a
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Fig. 2: More HamNoSys-level examples of SignAvatars, HamNoSys subset. We have
different shapes of annotations presenting the accurate body and hand estimation.

further comparison with different prompts using CLIP. Unfortunately, the MDM
with CLIP feature did not work for complex sentence-level sign language gener-
ation and yielded random meaningless gestures that do not match the text. For
the word-level generation, we follow the “Holistic” setting as in Tab. 6 achieving
0.246, 0.375, 0.527 for R-Precision, 4.668 for FID, 5.974 for MM-dist and 0.297,
0.411, 0.575 for MR-Precision, further demonstrating the ability of our SignVAE.

C.2 Evaluation of SignVAE generation on other benchmarks

In this section, we aim to conduct further experiments with our SignVAE on 3D
SLP from spoken language on other benchmarks to further showcase its ability.
To the best of our knowledge, no publicly available benchmark for 3D mesh
& motion-based SLP exists. Progressive Transformer [27] and its continuation
series [26, 28, 29] on RWTH-PHOENIX-Weather 2014 T dataset [6] provides a
keypoint-based 3D Text2Pose (Language2Motion) benchmark. Unfortunately,
since, at the time of submission, this benchmark was not publicly available. Note
that, conducting back-translation evaluations as in [27] must strictly follow the
rule to use the same back-translation model checkpoint for a fair comparison.
This is also the same for the human motion generation area, where all the eval-
uations should be conducted with the same evaluation checkpoints such as the
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