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Abstract. Dynamic Neural Radiance Field (NeRF) from monocular
videos has recently been explored for space-time novel view synthesis
and achieved excellent results. However, defocus blur caused by depth
variation often occurs in video capture, compromising the quality of dy-
namic reconstruction because the lack of sharp details interferes with
modeling temporal consistency between input views. To tackle this issue,
we propose D?RF, the first dynamic NeRF method designed to restore
sharp novel views from defocused monocular videos. We introduce lay-
ered Depth-of-Field (DoF) volume rendering to model the defocus blur
and reconstruct a sharp NeRF supervised by defocused views. The blur
model is inspired by the connection between DoF rendering and volume
rendering. The opacity in volume rendering aligns with the layer visi-
bility in DoF rendering. To execute the blurring, we modify the layered
blur kernel to the ray-based kernel and employ an optimized sparse ker-
nel to gather the input rays efficiently and render the optimized rays
with our layered DoF volume rendering. We synthesize a dataset with
defocused dynamic scenes for our task, and extensive experiments on
our dataset show that our method outperforms existing approaches in
synthesizing all-in-focus novel views from defocus blur while maintaining
spatial-temporal consistency in the scene.

Keywords: Dynamic Novel View Synthesis - Neural Radiance Field -
Depth-of-Field

1 Introduction

Capturing videos from cameras or smartphones has become a new norm for daily
life. However, videos are typically recorded from a monocular camera, restricting
the captured scene to fixed viewpoints. To depict the dynamic scene from flexible
viewpoints, dynamic view synthesis [20,21,34] is proposed to facilitate the gener-
ation of photorealistic novel views from arbitrary camera angles and perspectives,
thus allowing for free viewpoints. The ability to capture a 3D dynamic scene in


https://orcid.org/0000-0001-8572-8938
https://orcid.org/0000-0002-3653-3613
https://orcid.org/0000-0001-5740-2682
https://orcid.org/0000-0002-9223-1863
https://github.com/xianrui-luo/D2RF

2 X. Luo et al.

-ﬂ-

Input HyperNeRF

ST &85T alS
-

NSFF RoDynRF Ours

Fig. 1: Given a monocular video captured with defocus blur, existing dynamic NeRF
approaches fail to recover high-quality details and tend to produce blurry views, and
our method D?RF synthesizes sharp novel views.

a monocular setting enhances the importance of dynamic novel view synthesis
in video-related tasks such as video stabilization, augmented reality, and view
interpolation. To interpolate new views from existing sparse input views, recent
works use neural networks to train a neural radiance field (NeRF) [27]. The net-
work is a multilayer perceptron (MLP) that learns to map spatial coordinates
and view directions to volume densities and view-dependent RGB colors.

Recent dynamic NeRF methods [20, 21, 31] have made progress by estab-
lishing spatial-temporal consistency to achieve space-time novel view synthesis.
However, these methods are designed under the assumption that the model is
trained on all-in-focus image sequences, where all objects within the scene re-
main focused and sharp during the entire filming. Defocus blur has not been
addressed by current dynamic NeRF models, and the blur can result in perfor-
mance degradation for the reconstructed dynamic NeRF, as it poses challenges
for modeling dynamic object motions due to the lack of sharp details and the
inability to model temporal consistency. As shown in Fig. 1, current dynamic
NeRF methods perform poorly when applied to monocular videos affected by
defocus blur, resulting in an inability to restore sharp contents. Maintaining all
objects in the scene in focus may offer a solution, however, maintaining every
frame in focus is challenging when capturing monocular videos. Defocus blur
occurs when the camera’s aperture is wide, and the objects are not positioned
at the focal distance. Therefore, defocus blur tends to manifest in videos due
to the scene comprising multiple objects with significant depth variations cou-
pled with the common equipment of large aperture for more natural light and
enhanced imaging quality. Furthermore, the focal distance may constantly fluc-
tuate in frames if the photographer lacks expertise. Considering that defocus
blur is almost unavoidable during video capture, recovering a sharp dynamic
NeRF is a valuable problem yet to be explored.

Several works have been proposed to address defocus blur from static scenes.
Physical scene prior and kernel estimation [16,25] are introduced to mitigate



Dynamic Neural Radiance Field From Defocused Monocular Video 3

blurring, and an explicit scatter-gather technique [50] is proposed to better
model the defocus blur. However, these methods are specifically tailored for
static multi-view inputs and are not capable of representing defocused dynamic
scenes. Previous methods apply blurring after the last step of NeRF: volume
rendering. The blurring is before optimization but after the typical rendering.

To tackle defocus blur in monocular dynamic videos, we propose D?RF,
a dynamic framework designed to incorporate the defocus blur model into dy-
namic NeRF training, enabling the recovery of sharp novel views from defocused
monocular videos. Our approach involves modeling defocus blur by estimating
blur kernels and introducing layered Depth-of-Field (DoF) volume rendering to
the input rays. We connect the classical volume rendering with DoF rendering,
seamlessly integrating the blurring process into the NeRF pipeline. We modify
the layer-based kernel in DoF rendering to the ray-based kernel to fit into volume
rendering in NeRF. To decrease computational costs, we transition from using a
traditional disk blur kernel to employing a sparse one [25] and optimize the rays
originating from these sparse points. We use an MLP to predict both the 3D
positions of the kernel points and their corresponding weights. Subsequently, the
optimized rays and the estimated kernels serve as inputs for the aforementioned
layered DoF volume rendering process. It is worth noting that our D2 RF enables
the dynamic NeRF model to learn a sharp scene representation from defocused
input views, leading to sharp novel views.

To improve the quality of reconstructed static regions, we utilize the blend-
ing technique [20] to independently predict the static and dynamic scenes. The
blended color is then rendered with our layered DoF volume rendering pipeline.
Furthermore, we adopt a cross-time rendering approach to represent temporal
consistency in dynamic scenes. This approach models scene correlation across
multiple input views and utilizes deformed rays for layered DoF volume ren-
dering. Integrating scene information from other frames into the target frame
enhances the representation of dynamic scenes.

To address the absence of existing dynamic NeRF defocus deblurring datasets,
we collect and synthesize defocused video sequences from a stereo dataset [49]
and conduct an extensive analysis to demonstrate D>RF can effectively address
defocus blur inputs and render high-quality sharp novel views. We compare with
current dynamic NeRF methods as well as the combination of single-image de-
blurring and dynamic NeRF. Results show that D?RF outperforms existing
methods. Additionally, we conduct ablation studies to validate the effectiveness
of each component. In summary, our main contributions are as follows.

e We present the first dynamic NeRF model D2RF designed to recover sharp
novel views from a defocused monocular video.

e We introduce layered DoF volume rendering in dynamic NeRF to model the
defocus blur and restore a sharp representation.

e We transform the layered blur kernel to the ray-based kernel to fit into NeRF
training and incorporate the optimized sparse kernel with the layered DoF
volume rendering, enabling an efficient blurring process.
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2 Related Work

Depth-of-Field Rendering. Depth-of-field (DoF) rendering, also known as
bokeh rendering, generates realistic defocus blur in out-of-focus areas to en-
hance the visual prominence of the focused subject within an image. Physically
based methods [1,18] rely on 3D scene information and they are time-consuming.
Recent methods use neural networks [10, 11] for end-to-end training. DeepFo-
cus [52] entails an exact depth map to render realistic bokeh. However, the exact
depth map is hard to acquire. Therefore, some methods [45,48] instead predict
depth for DoF rendering. To automate the rendering process, bokeh is directly
rendered [9,24] from an all-in-focus input without depth maps and controlling
parameters. Synthesized data [32] from ray tracing is introduced for training
to combine classical and neural rendering. To generate partial occlusion, some
methods [33, 38] decompose the scene into multiple layers and separately blur
each layer before compositing them, inspired by layered rendering [4,55]. In this
work, we show the connection between DoF rendering and NeRF rendering,
integrating the layered blurring kernels with volume rendering.

Image Defocus Deblurring. To recover a sharp image from defocus blur, tra-
ditional methods conduct a two-stage pipeline: (1) estimate a defocus map [29,39]
from image priors, (2) the defocus map is used as guidance to deblur the im-
age from non-blind deconvolution [6, 19]. With the current advances in neu-
ral networks, recent methods train end-to-end on datasets [2]. Modifications on
convolutions [17,42] are proposed to improve the deblurring performance. The
Transformer architecture and a novel multi-scale feature extraction module [53]
are introduced for high-resolution restoration. Additional inputs, such as dual
pixel [2], light field [36], video sequences [3], and depth images [28] are utilized
to guide defocus deblurring. Current methods do not take multi-view 3D ge-
ometry and dynamic scenes into account. We aim to explore defocus deblurring
in dynamic NeRF synthesis, and our method integrates the DoF rendering into
dynamic NeRF to synthesize defocus blur, which in turn facilitates deblurring.
Neural Radiance Field. Neural radiance field (NeRF) is an implicit repre-
sentation [23,26,40,41] for photo-realistic novel view synthesis, which aims to
generate new camera perspectives given a specified set of input viewpoints. Dif-
ferent from explicit representations [7,12], NeRF [27] learns an implicit con-
tinuous function to model the complex geometry and appearance of a scene.
Subsequent studies aim to synthesize high-quality novel views from abnormal
inputs. To recover a sharp NeRF from defocus-blurred inputs, Deblur-NeRF [25]
proposes a deformable sparse kernel to model defocus blur, and DP-NeRF [16]
adopts physical scene priors to mitigate blurring. DoF-NeRF [50] introduces the
Concentrate-and-Scatter technique to explicitly enable controllable DoF effects.
However, all these methods render DoF in a post-process manner and do not
consider the volume sampling process. LensNeRF [14] restores a sharp NeRF
from defocused static scene. The technique is valid for static scenes but does
not model the temporal photometric consistency between video frames. Current
methods are only effective in static scenes, where the objects are not moving.
Dynamic NeRF synthesis with defocus blur remains unexplored.
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Dynamic Neural Radiance Field. Recent works extend NeRF from static
scenes to dynamic scenes [21,51]. Given a monocular video, some approaches
apply a deformation field on a canonical representation [30, 31, 34,44, 47| for
space-time novel view synthesis. Scene flow also works as a constraint to establish
temporal consistency and model object motions in dynamic scenes [8,20,22,46].
These methods require sharp inputs and fail when the defocus blur is in the
input monocular video. Compared with existing methods, we synthesize novel
views given the defocus blur. Furthermore, we propose to tackle the blur by
introducing the layered DoF volume rendering in dynamic NeRF rendering.

3 Method

We propose D?RF, a dynamic radiance field pipeline to recover sharp novel
views from a defocused monocular video. In the following, we first briefly re-
visit the concept of NeRF and the principle of DoF rendering. In section 3.1, we
analyze the connection and the distinction between DoF rendering and volume
rendering in NeRF training, proposing layered DoF volume rendering with op-
timized ray-based blur kernels. Then we show how to represent dynamic scenes
in a space-time manner, blend dynamic and static scenes with layered DoF vol-
ume rendering, and ensure temporal consistency within the scene in Section 3.2.
Finally, we provide the training details in Section 3.3.

Preliminary: Neural Radiance Field Our method follows the principle of
Neural Radiance Field (NeRF'), which represents a static 3D scene as an implicit
continuous function Fg. This function is parameterized by a multilayer percep-
tron (MLP) and it takes a spatial point location £ € R3 and viewing direction
d € R? as inputs. Fg maps the inputs to color ¢ and volume density o:

(e,0) = Fo(x,d). (1)

To acquire the RGB value of a pixel coordinate p, NeRF first specifies a
ray r,(t) = o + td, emitted from camera projection center o along the viewing
direction dj,. Then followed by the classical volume rendering technique [13],
the color of 7,(t) can be represented as an integral of all colors along the ray,
computed as:

k
C(ry) = Z Ti(1 = exp(=0di))e(ry(ti), dp) , (2)
where -
T, = exp(—Zaéj) (3)
j=1

is the accumulated transmittance along ray r,, and 6; = t;41 —¢; is the distance
between the two sampled points. The vanilla NeRF assumes a pinhole camera
model, where the color of a pixel C (rp) is calculated by points on a single ray
rp(t), so it fails to model the defocus blur.
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Image Plane

Fig. 2: The defocus blur formation. We model the defocus blur of the center purple
pixel. The blur and green objects are from different layers. We define the light path as
the left-right view and the image plane shows the front-back view of the defocus blur.
The CoC of the purple point gathers its neighboring pixels on the green foreground
and those on the blue background. This defocus modeling indicates that the object
originally occluded (red square from the blue object) by the green object under the
pinhole camera view can contribute to the rendered purple point by the green and blue
semi-circles. In Eq.5-7 we model the defocus blur from layer visibility W;, then use the
link between visibility and opacity to integrate DoF and volume rendering in Eq.8. The
visibility is learned from the layered DoF volume rendering pipeline.

Preliminary: Defocus Blur and DoF Rendering To model the defocus
blur and render DoF, first we introduce bokeh rendering. Bokeh is the aesthetic
quality of the blur in the out-of-focus region, caused by Circle of Confusion
(CoC). Previous works [32,45] have shown the CoC formation process. The
radius 7y of each pixel is

y=af|;-=|. @

1 1

z Zf
where a is the camera aperture radius, f is the focal length. z is the depth of the
pixel and zy¢ is the focal distance. Now that we have the blur radius of each pixel,
we adopt layered bokeh rendering [33]. To blur the input image with kernels,
classical bokeh rendering can be categorized into gather and scatter operations.
We chose gather because it fits the layered bokeh rendering pipeline and is
compatible with the volume rendering in NeRF described in section 3.1. We
define the layer as a set of fronto-parallel planes at fixed depths by discretization.
Now we have the blur kernel K(+;) for layer i, we apply an alpha composition
for DoF rendering. The rendered DoF image B is formulated as:

_Y(G)
T )
where
N
P(X) =) (L= Wj % K (7)) (XW; « K (7)) - (6)
i=1j=i+1

¥ (X) is the compositing blurring function with the image X as input, * is the
convolution operation, IV is the number of layers, I is an image with all values
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Fig. 3: Pipeline of our framework. The framework takes a set of plane coordinates
(u,v), the time embedding t;, and defines a kernel template as inputs, the outputs are
the blur kernels K(7;) consisting of the sparse optimized rays with their corresponding
weights. The rays are then fed to the two MLPs G§' and Ggy to independently represent
static and dynamic scenes. The final color is rendered by layered DoF volume rendering
(Section 3.1), Cyof(7) is from Eq.8 and CA'fiof(r) is from Eq.13. The rendered defocused
results (dynamic and blended) are supervised by the input defocused views. For testing
we directly render the rays without layered DoF volume rendering and the kernel.

as 1. Each layer ¢ encodes an RGB image C;, with their corresponding visibility
weight W;, ensuring the correct blending of different layers. We show the defocus
blur formation and how rays gather between layers in Fig. 2, demonstrating why
we should apply the visibility term in DoF rendering. This layered visibility-
aware rendering gathers the rays with inter-layer weights for each layer, then
blends the layers with the weights from back to front.

3.1 Layered DoF Volume Rendering

Now that we have a basic understanding of NeRF and DoF rendering, we intro-
duce our layered DoF volume rendering module. As shown in Fig. 3, we introduce
layered DoF volume rendering, incorporating DoF rendering into volume render-
ing in dynamic NeRF. To seamlessly fuse Eq. 5 and Eq. 6 in NeRF training, we
utilize the connections between the blur formation and volume rendering in Eq. 2.
The volume rendering assumes that, for each ray r(¢;) from a scene, the sampling
points in the volume all have an alpha value «; = 1 —exp(—0c;), which indicates
the opacity of the point. A larger alpha value shows greater absorption of light,
making it more likely for the light to pass through that point. In contrast, a
smaller alpha value means less absorption of light at that point, and the object
at that point is more transparent. In Eq. 6, the term W, represents the visibility
between the current layer ¢ and all the layers behind it. This visibility W has the
same physical meaning as the opacity value a in volume rendering. Furthermore,
in NeRF rendering, the volume of the scene is sampled in a discretized manner,
which typically involves uniformly sampling discrete points along the ray path.
This layer discretization is compatible with the one in DoF rendering.
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Therefore we first transform Eq. 5 from the format of layered images into the
format of individual layered pixels:

Sy (T (1 — wy = K (r))wie; + K (r)
B(r) = (1L ), (7)

Sy (T (1 =y * K, « K(r)

where ¢; and w; are the colors and layer visibilities of the pixels surrounding r
within the blur kernel K (r) . Then we propose to integrate layered DoF volume
rendering into dynamic NeRF training, the rendering can be formulated as:

Sy (T K()(1 = exp(—o6))e(r(t), d) « K(r)))
S (T K ()1 exp(—06)) + K(r)))

édof (Tp) = ) (8)

where the variable name is consistent as Eq. 2 and Eq. 7, e.g. k is the number of
sampling layers both in DoF rendering and volume rendering, ¢; is the emitted
color of layer i blurred by K(r).

Although DoF rendering and NeRF volume rendering share similar traits,
there is a difference in their implementations, as the DoF rendering is originally
used on different layers of the entire image, and NeRF training is optimized by
rays sampled across the near and far planes. To implement the DoF rendering
in Eq. 8, we switch the layer-based kernels K (;) to ray-based kernels K (r), en-
suring that the blur kernels are still diverse based on different positions. K (~;)
is defined by the divided layers, and K(r) is defined by the input rays. Fur-
thermore, to alleviate the high computational cost, we apply a sparse kernel
following [25], which replaces the dense kernel with a smaller number of sparse
points. The convolution process with K(7,) can be formulated as:

by= D <9, (9)

JES(p)

where b, is the result of point p after convolution, S(p) represents the sparse
points surrounding point p, g; and ¢; are the corresponding weights and colors
from the sparse points. We set ZjGS(p) g; = 1 to ensure the brightness consis-
tency. Though we fix the number of sparse points, we additionally apply ray
deformation as [25] to optimize the rays as the spatially varying real-world blur
kernels. As shown in Fig. 3, we jointly optimize the translation of the center ray
origin of the blur kernel. For a plane coordinate at the center of kernel (u,v), we
use an MLP Glg to predict the deformation of the kernel points as well as the
kernel weights:

(Ajvg_]) = Glé((uﬂ})mjatl)v ) (10)

where t; is the embedding of the input frame, j are the original rays from the
kernel template, g; are the corresponding kernel weights, and the final optimized
ray inputs are calculated as r; = 7 + Aj.
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3.2 Dynamic Radiance Field

With the layered DoF volume rendering module in place, we turn to the dynamic
scene representation. Given a monocular video of a dynamic scene, we take
the video frames and camera parameters as inputs. Following previous dynamic
NeRF methods, we represent the scene with an MLP Ggy, which maps the input
spatial point location @, viewing direction d, and time ¢, to the corresponding
color, volume density, scene flow, and disocclusion weight:

(ctao-hftawt) = Ggy(w7d’t)7 B (11)

where Ggy is parameterized by 6. The scene flow f; and the disocclusion weight
'W; are used for the following cross-time rendering. Based on the representation,
we next describe our twist on the dynamic radiance field.

Blending Dynamic and Static Scene. We use two MLPs to model static and
dynamic scenes as shown in Fig.3. One MLP is designed for modeling moving
objects by various loss terms (cross-time etc.), and the other learns the static
scene, allowing for more stable rendered still objects. To improve the quality of
time-invariant static regions, we apply a blending technique as previous dynamic
methods [20,22], using an additional MLP to represent the static scene:

(C, g, 77) = Gzt(m7d) ’ (12)

where 7 denotes the blending weight used to blend static and dynamic models.
We denote the static color as cs, the dynamic color as ¢;, the static volume
density and the dynamic volume density as o5 and o;. As shown in Fig. 3, the
layered DoF' volume rendering with the blending weight is defined as:

k b €
_ 2img Tvolume;

édo (’I’) - )
d Zle TPvolumes

(13)

where T? = exp(— E;;ll 050¢0;)* K(r). volumeS and volume; are rendered with
n(t) as weights:

volume§ = n(t)(1 — exp(—050;))cs(r(t),d) x K(r)

14
+ (1 —n(t))(1 — exp(—od)ee(r(t),d) « K(r), (14)
and
volume; = n(t)(1 — exp(—0osd;)) * K(r) (15)
+ (1 =n(t)(1 —exp(—0:d) x K(7) .
Finally, we apply the rendering loss for the blending results:
Lootor = [|Caos(r) = Cu(r)|3 - (16)

Apart from blending the static and dynamic scenes, we also constrain the ren-
dered result of dynamic scene Cf,¢(r) by Ll = [[Ch,(r) = Cas(r)]l5-

C
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Cross-time rendering. Suppose we only apply photometric consistency on
individual time stamps like static NeRF. In that case, the model might fail to
build temporal consistency in dynamic scenes, resulting in overfitting input views
and failing to synthesize correct novel views. Therefore, temporal consistency
between neighboring frames [8,21] is crucial for training dynamic radiance fields.
To establish temporal consistency between corresponding frames, we apply cross-
time rendering under layered DoF volume rendering. For a timestamp ¢, from
the m-th frame, we assign the three-dimensional scene flow of a spatial point x
from t,, to timestamp t,, as fiF(n), where n denotes the neighbor frames of m.
The corresponding point of & at ¢, can be computed as ™" = x + fi*(n).
This correspondence works on all the sampled points of a ray, therefore, we use
the layered DoF volume rendering to acquire the color of the warped ray:

Sy (T 5 K)(1 = exp(—=ondi))ealr(t™ ", d) « K(1)))

Cispr) = o ,
S (@« K@) = exp(=0,0:)) K (1))

‘ (17)
where T" = exp(— Z;;ll ond;), and r(t;)" 7" = r(t;)™ + fp'(n). Then we com-
pare the rendering loss between Zf;}m (r) and Cgg (r):

Looss =y W' (r)||Ciop™(r) = Cr ()3, (18)

neN(m)

where n € N(m) are the neighboring frames of the m-th frame, W"7™(r) is
calculated from volume rendering the weight W; in Eq. 11. The principle of dis-
occlusion weight comes from the ambiguity of scene flow. Although scene flow is
effective in establishing pixel-level alignment, it performs poorly when the pixels
in one image are occluded. Therefore, we need a confidence map to demonstrate
whether the pixel is occluded and the flow is correct. A possible solution is to
use forward-backward consistency check [5] to alleviate the problem. Here we let
the network learn the weight W in an unsupervised manner [20].

3.3 Optimization

Monocular reconstruction of complex dynamic scenes is highly ill-posed and
prone to local minima during optimization [8,20]. Therefore, we introduce data-
driven priors Lgata to supervise the scene geometry apart from the previous
photometric constraint. Similar to previous works [20], Lgata consists of (1)
scale-shift invariant monocular depth loss and (2) scene flow consistency and
L1 regularization. We use RAFT [43] and DPT [35] to obtain ground truth
optical flow and depth for the input images.

Implementations. We set the max kernel size as 10, which denotes the sparse
kernel points are inquired under a radius of 10. The number of kernel points
is 5. We employ the Adam optimizer [15] to jointly optimize the static and
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dynamic MLPs and the blur kernels. We use COLMAP [37] to estimate the
camera intrinsics and extrinsics. The learning rate is 5 x 107, We train each
scene for 250k iterations, which takes around two days on a single NVIDIA RTX
3090 GPU. The rendering takes roughly 13 seconds for each 940 x 360 frame.

4 Experiments

There are no available datasets for defocused inputs in dynamic NeRF, so we
curated 8 defocused dynamic scenes from an existing dataset VDW [49] for eval-
uation. VDW consists of sharp stereo image sequences and their corresponding
disparity sequences. We then use the bokeh rendering pipeline in BokehMe [32]
for defocus blur generation. Given the disparity sequences, the synthesized bokeh
quality surpasses current classical rendering and neural rendering methods. We
collected 8 dynamic scenes of 1880 x 720 suitable for our task from this dataset,
the image is resized to 940 x 360 for training. To closely resemble actual captur-
ing scenarios, unlike static blur dataset [25] with a random focusing scheme, we
gradually adjust the focal distance along the scene disparity, mimicking the typ-
ical focusing process observed in videos. The aperture is fixed for each scene. We
utilize the left-view defocused image sequences for training and the correspond-
ing right-view sharp image sequences for evaluation. The 8 scenes are named
Camp, Shop, Car, Mountain, Diningl, Dining2, Dock, Gate.

4.1 Baseline Comparisons

The baselines include two types: 1) state-of-the-art Dynamic NeRF, e.g. scene
flow methods NSFF [20] and DVS [8], deformation-based method HyperNeRF [31],
robust dynamic method RoDynRF [22] and 2) an image-space baseline that uses
single-view image deblurring [42] then trains the dynamic NeRF with the de-
blurred inputs. As all the current dynamic methods are not designed for defocus
blur, we choose the robust RoDynRF and the flow-based DVS to train with [42]
for baseline comparison. We use the pre-trained deblurring model for fairness.

4.2 Qualitative Results

We show qualitative comparisons in Fig. 4 and Fig. 5. In Fig. 4, we compare our
method with existing dynamic NeRF methods, and in Fig. 5, we compare our
approach with the chosen dynamic NeRF models and their counterparts with
2D image-deblurring for preprocessing. We present the results on all scenes in
these two figures to show our method’s effectiveness, 4 scenes for each.

One can observe: 1) current dynamic NeRF methods can not recover sharp
details from the defocus blur; 2) the single-view 2D deblurring preprocessing [42]
can somewhat recover sharp details in some regions, however, each view with the
deblurred content lacks consistency across views, and the performance is still less
stable and reliable than our method; 3) our method D?RF outperforms these
baselines in handling defocus blur and generating sharp novel views. please refer
to the supplementary material for more results.
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Table 1: Quantitative comparisons against all baselines. The best performance
is boldfaced, and the second is underlined.

Methods PSNR1{ SSIM1 LPIPS|, Methods PSNR? SSIM1T LPIPS|

HyperNeRF [31] 26.96 0.780 0.208 RoDynRF [22] 26.18 0.770 0.227

RoDynRF [22] 26.18 0.770 0.227 DVS [g] 25.43 0.764 0.242
NSFF [20] 27.01 0.803 0.209 [42] + [22]  25.79 0.776 0.196
DVS [8] 25.43 0.764 0.242 [42] + [8] 24.52 0.757 0.208

D?RF (Ours) 27.30 0.816 0.130 D?RF (Ours) 27.30 0.816 0.130

HyperNeRF DVS RoDynRF Ours Reference

Fig. 4: The qualitative results with all dynamic NeRF baselines. Compared
with existing dynamic NeRF methods, our method generates sharper novel views that
are more faithful and have more details. The scenes are Mountain, Shop, Car, Dock.

4.3 Quantitative Results

We compare D?RF with the 6 baseline methods quantitatively on our synthe-
sized dataset. We use PSNR, SSIM, and LPIPS [54] as metrics for evaluation.
As shown in Table 1, D?RF outperforms other state-of-the-art baselines. As
mentioned above, to demonstrate the superiority of our method in modeling
defocus blur in 3D space, we choose two dynamic NeRF baselines RoDynRF
and DVS, and train these dynamic NeRF models while preprocessing the input
blurry images with 2D defocus deblurring for comparison. This comparison high-
lights that, although the 2D deblurring method alleviates the defocus blur on
each input view, this method struggles to maintain the consistency of scene in-
formation and tends to be unstable across all scenes. When dynamic NeRFs are
trained on images deblurred with 2D methods, it results in undesirable artifacts
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DVS[8] RoDynRF[22] [43]+[8] [43]+[22] Ours Reference

Fig. 5: The qualitative results with dynamic NeRF and their corresponding
2D image deblurring baselines. Although 2D image deblurring helps to alleviate
the blur for dynamic NeRF in novel views (red box), our method is more stable and
generates more reliable sharp details. The scenes are Camp, Diningl, Dining2, Gate.

in scene geometry and unsatisfying performance overall. In contrast, our method
models defocus blur in 3D space across all input views, ensuring spatial-temporal
consistency of scene geometry. We show the average results on all scenes, please
refer to the supplementary material for separate results on all scenes.

4.4 Ablation Study

The main idea of D?RF is to model the defocus blur by optimizing sparse blur
kernels and incorporating the blur model into NeRF training. Therefore we con-
duct ablation studies on the layered DoF volume rendering module and the
optimized kernels. Furthermore, we evaluate the effects of the static-dynamic
blending scheme. As shown in Fig. 6 and Table 2, our framework works best
when all the components are applied. We remove (1) the layered volume render-
ing module, and we use the kernel weight to directly gather the final rendered
color as post-processing; (2) the optimized kernel, and we apply the full reg-
ular kernel and learn bokeh parameters; (3) static representation. We predict
motion masks [20] to calculate the results on dynamic regions. We show that
(1) the layered DoF volume rendering helps to model a more accurate defocus
blur by integrating the blur into volume rendering, facilitating the recovery of
sharp novel views; (2) the optimized kernel along with the layered DoF volume
rendering provides an efficient and effective blurring pipeline for training; (3)
the reconstruction of the static scene improves the performance because some
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Table 2: Ablation study. The best performance is boldfaced, and the second is
underlined. The left part calculates the results in dynamic regions, and the right part
shows the results on the whole image.

Method (Dynamic) PSNRf SSIM{ LPIPS| Method (All) PSNR? SSIMt LPIPS

w/0 cross-time 19.46 0.607 0.351 w/o cross-time 22.61 0.725 0.232
w/o layered volume 24.42 0.738 0.170 w/o layered volume 27.11 0.811 0.211
w /o optimized kernel 24.54 0.735 0.246 w/o optimized kernel 27.25 0.795 0.216
w/o static 23.93 0.719 0.179 w/o static 26.20 0.769 0.177

Full (Ours) 24.60 0.747 0.162 Full (Ours) 27.30 0.816 0.130

0.050
--

=] 0.025
R .

_ -7 ! - ! 0.000

w/o layered volume w/o optimized kernel w/o static Ours

lr =

Fig. 6: The visualizations of the ablation study. The corresponding error map is
visualized at the bottom, where darker regions indicate smaller errors.

regions are static and an extra scene representation helps to stabilize training.
We choose two scenes for visualization and show average quantitative results on
all scenes, please refer to the supplementary material for more results.

5 Conclusion

We present D2RF, a novel framework for all-in-focus dynamic novel view synthe-
sis from defocused monocular videos. To tackle defocus blur from video capture,
we integrate the blur model into NeRF training. Particularly, we connect DoF
rendering with volume rendering, proposing layered DoF volume rendering for
dynamic NeRF. We modify the layered kernel to the ray-based kernel and ap-
ply an optimized sparse kernel to gather the rays. We conduct experiments to
show our method can recover from defocus blur and produce satisfying results.
Although this framework works well overall, some limitations remain, such as
the inability to handle extreme defocus blur. We plan to address these issues in
future work. We declare to release the source code upon acceptance of the paper.
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