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Abstract. In this paper, we propose a novel video depth estimation
approach, FutureDepth, which enables the model to implicitly leverage
multi-frame and motion cues to improve depth estimation by making it
learn to predict the future at training. More specifically, we propose a
future prediction network, F-Net, which takes the features of multiple
consecutive frames and is trained to predict multi-frame features one
time step ahead iteratively. In this way, F-Net learns the underlying mo-
tion and correspondence information, and we incorporate its features into
the depth decoding process. Additionally, to enrich the learning of multi-
frame correspondence cues, we further leverage a reconstruction network,
R-Net, which is trained via adaptively masked auto-encoding of multi-
frame feature volumes. At inference time, both F-Net and R-Net are used
to produce queries to work with the depth decoder, as well as a final
refinement network. Through extensive experiments on several bench-
marks, i.e., NYUDv2, KITTI, DDAD, and Sintel, which cover indoor,
driving, and open-domain scenarios, we show that FutureDepth signifi-
cantly improves upon baseline models, outperforms existing video depth
estimation methods, and sets new state-of-the-art (SOTA) accuracy. Fur-
thermore, FutureDepth is more efficient than existing SOTA video depth
estimation models and has similar latencies when comparing to monoc-
ular models.

Keywords: Depth estimation · Temporal consistency · Video prediction

1 Introduction
Depth plays a critical role for 3D perception, in applications like autonomous
driving, augmented reality/virtual reality (AR/VR), camera image and video
processing, and robotics. While depth can be measured using LiDAR or Time-
of-Flight (ToF) sensors, they are expensive, incur substantial power consump-
tion, need to be calibrated, and can fail to produce correct measurements for
certain surfaces (e.g., specular surfaces). As such, inferring depth based on cam-
era images has become a cost effective and promising alternative. Traditional
approaches [12, 31, 38], such as stereo vision and structure-from-motion, have
⋆ Qualcomm AI Research is an initiative of Qualcomm Technologies, Inc.
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Fig. 1: FutureDepth vs. existing SOTA in terms of depth accuracy (RMSE), tempo-
ral consistency (OPW [48]), and runtime (on NVIDIA RTX-3080 GPU), on KITTI.
We compare with monocular methods: NeWCRFs [53], iDisc [33], and GEDepth [51],
cost-volume-based methods: ManyDepth [49] and TC-Depth [36] (both fully supervised
here), and video-based methods: MAMo [52] and NVDS [48]. FutureDepth outperforms
existing methods in terms of both accuracy and temporal consistency, and runs effi-
ciently.

been utilized to calculate depth, but have limited accuracy. Recently, by utiliz-
ing deep learning, researchers have achieved significantly more accurate depth
estimation [1, 3, 9, 11,33,51].

Using a neural network to predict depth based on a single image, or monocu-
lar depth estimation, has been extensively studied due to simplicity of the setup
and model efficiency [1, 3, 9, 11, 33, 51, 53]. This, however, does not take into ac-
count the consecutive video frames that are almost always available in many
practical applications like autonomous driving and AR/VR. More recently, re-
searchers have proposed different ways to exploit multiple frames for depth es-
timation. One common approach involves the employment of a cost volume,
which assesses depth hypotheses and can be trained end-to-end within a neu-
ral network. Cost volumes can enable significant accuracy improvement, at the
expense of significantly higher computational complexity and memory usage.
Other researchers look into auto-regressive approaches, which does not require
cost volumes but instead leverage alternative mechanisms such as recurrent neu-
ral network [32, 54], optical flow [10, 50], and/or attention [6, 47, 48, 52]. While
they can be more efficient than cost volume models, these methods still require
costly operations to achieve SOTA accuracy. For instance, among latest works,
MAMo [52] requires optical flow estimation, attention, and online gradient com-
putation, while NVDS [48] requires pairwise cross-attention between the target
frame and every source frame to compute depth. Moreover, they do not consider
predicting depths for consecutively frames jointly, and unable to learn underlying
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dynamic motion/trajectories of objects and corresponding spatial information,
which results in suboptimal temporal consistency.

In this paper, we propose a novel video depth estimation approach, Future-
Depth, which leverages future prediction and adaptive masked reconstruction
to enable the model to learn and utilize key, multi-frame spatial and tempo-
ral features, while being computationally efficient. More specifically, we take a
representation learning approach and propose a multi-step Future Prediction
Network, F-Net, which is trained to predict features of future frames that are
one time step ahead based on the current given set of frame features, in an
iteratively manner. This allows F-Net to identify how pixel-wise scene and ob-
ject features move across time, as it learns to predict the future. At inference
time, F-Net works together with the main encoder-decoder depth network and
extracts useful motion features to enhance depth computation in the decoder.

In order to further enrich multi-frame correspondence understanding, we ad-
ditionally propose a Reconstruction Network, R-Net, which is trained to perform
Masked Auto-Encoding (MAE) on features of a consecutive set of frames with a
learnable, adaptive masking strategy. This encourages R-Net to leverage critical
scene features distributed across frames for reconstruction and thus, understand
the multi-view correspondences. After training, R-Net parses the multi-frame
features and generates key scene features to support the depth prediction. Note
that this is different from existing video MAE methods (e.g., [44, 45]). Video
MAE methods are used to pretrain the main encoder-decoder network, whereas
we propose additional networks (F-Net & R-Net) work with the main network
at inference (which can be any base depth network) to improve video depth
estimation while maintaining computation efficiency.

Finally, we propose a small refinement network after the decoder, which fur-
ther enhances the details of the predicted depth map.

Our main contributions are summarized as follows:
– We propose a novel approach, FutureDepth, which leverages future predic-

tion and adaptive masked reconstruction to enhance the model’s ability to
extract and exploit key, multi-frame motion and correspondence cues for
video depth estimation.

– Our proposed Future Prediction Network, F-Net adopts a multi-frame/time
step future prediction loss based on auto-regressive sampling of future frames.
This forces F-Net to extract stronger motion, correspondence cues at infer-
ence time for better temporally consistent depth prediction. To the best of
our knowledge, this is the first work to combine a multi-frame/time-step
objective without teaching forcing and combine batch processing.

– We additionally propose a Reconstruction Network, R-Net, which is trained
using learnable, adaptive masked auto-encoding of multi-frame features. Fea-
tures generated by R-Net are also incorporated by the depth decoder to
enrich scene understanding for better spatio-temporal aggregation. Further-
more, we propose a small refinement network to improve the details of the
final depth maps.

– We conduct extensive experiments on several depth estimation datasets:
NYUDv2 [42], KITTI [13], DDAD [15], and Sintel [4]. FutureDepth sets the
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Fig. 2: Our proposed FutureDepth method. Features of consecutive frames are ex-
tracted by the encoder and fed to the Future Prediction Network (F-Net) and Re-
construction Network (R-Net), which are trained using iterative future prediction and
adaptive masked auto-encoding, respectively. At inference, features generated by F-Net
and R-Net, Qmotion,1,T and Qscene,1,T , which contain key motion and correspondence
cues, are integrated into the depth decoding process. Furthermore, these features are
also utilized in a refinement process to improve the final depth map quality.

new state-of-the-art (SOTA). As shown in Fig. 1, FutureDepth has lower
depth errors, is more temporally consistent, and runs faster than existing
video depth methods and has similar latencies as compared to SOTA monoc-
ular models.

2 Proposed Approach: FutureDepth
Consider a batch of consecutive video frames, I1,T = {I1, I2, ..., IT }, for which
FutureDepth computes their depths jointly, D1,T = {D1, D2, ..., DT }, where T
is the number of frames. The input frames are first fed into an image encoder
individually. The image features are concatenated along the time and channel
dimension to form a feature volume, V1,T = {F1, , F2, ..., FT } ∈ RH′×W ′×(T ·C),
where Ft is feature map of It extracted by the encoder, H ′ and W ′ are the height
and width of the feature maps, and C is the number of feature channels.

In the proposed FutureDepth framework, we propose a Future Prediction
Network, F-Net, which is trained with multi-step prediction of future features
based on features of a given set of consecutive frames. In this way, F-Net learns
to capture the underlying motion information of the video frames and generates
useful features to facilitate the depth prediction. To further enrich scene under-
standing, we additionally propose a Reconstruction Network, R-Net, which is
trained via auto-encoding on the multi-frame features with a learnable masking
scheme. In order to recover the original features, R-Net learns to seek available
scene information distributed across frame and thus, implicitly identifies and uti-
lizes multi-frame correspondences. After training, both networks work with the
main encoder-decoder network, providing key, implicit motion and correspon-
dence query features, Qmotion,1,T and Qscene,1,T , to enhance depth prediction.
Fig. 2 provides an overview of our proposed FutureDepth approach. For concise-
ness, we drop the subscripts “1” and “T” on the query feature variables when the
context is clear in the subsequent sections.
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2.1 Future Prediction Network (F-Net)

The goal of F-Net is to capture useful, underlying motion cues to assist the video
depth prediction process. To this end, we train F-Net based on multi-step future
prediction within the auto-regressive paradigm, i.e., we iteratively predict multi-
frame features one step ahead with unrolling. More specifically, F-Net takes V1,T

as input and predicts Ṽ2,T+1. It then continues to take the currently predicted
volume Ṽi,T+i−1 and predicts the one that is one step ahead Ṽi+1,T+i, until a
prescribed number of steps, L, is reached. Our approach does not use teacher
forcing, and the model is unrolled in an auto-regressive way. This means that
when the network is predicting future values Ṽ2,T+1, Ṽ3,T+2...ṼL+1,T+L, it does
not take the actual future values V2,T+1, V3,T+2, ..., VL,T+L−1 as input, when cal-
culating the multi-step/multi-frame loss. This requirement compels the network
to minimize error accumulation across time-steps during unrolling, thereby ex-
tracting more robust motion and correspondence cues. This process is illustrated
in Fig. 3. Our work builds upon research in model-based reinforcement learn-
ing, where previous studies have explored the distinction between ‘observation-
dependent’ and ‘prediction-dependent’ unrolling strategies [7, 16, 17]. This also
aligns with the concept of ‘covariate shift’ explored in the context of imitation
learning and teacher forcing [2, 43]. To our knowledge, this is the first work to
combine a multi-frame/time-step objective with batched processing, specifically
aimed at improving the temporal consistency of dense perceptual tasks.

By using the feature volume of multiple frames to predict the entire volume
one step ahead, F-Net learns how the objects and scene move over time extracting
stronger spatio-temporal information. Specifically, to predict the future feature
at a certain pixel location, F-Net needs to find the corresponding features that
are available from the current and previous time steps. This essentially enables
F-Net to understand the underlying motion and multi-frame correspondences,
as well as motion in longer contexts.

F-Net is trained with the following loss:

LF =

L∑
i=1

||Ṽ1+i,T+i − V1+i,T+i||2, (1)

where Ṽ1+i,T+i−1 is the predicted volume for time steps 1 + i to T + i.
We use a transformer-based architecture for F-Net, which consists of convo-

lutional and attention layers; more network details can be found in Sec. 3.1. To
generate motion features that will be used for depth decoding, we use the last-
layer features from all the prediction steps and average them to obtain Qmotion,
which is fed into the depth decoder. Fig. 4 provides sample visualizations of
Qmotion. We can see that moving objects are captured in Qmotion; particularly,
extended motion understanding can be seen on the train and biker.

2.2 Reconstruction Network (R-Net)

We train R-Net using learnable, adaptive masked auto-encoding of the video
feature volume. Suppose we have masks, M1,T = {M1, . . . ,MT }, which are de-
rived from the input image features. We element-wise multiply the masks with
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Fig. 3: Future Prediction Network (F-Net).

Fig. 4: Example motion query Qmotion,1,T generated using future prediction network.
Here we show three example channels in Qmotion,1,T , with T = 4, and L = 6.

the feature volume to generate the masked feature volume, M1,T ⊙ V1,T , which
R-Net uses as as input and produces the reconstructed volume, V̂1,T . R-Net is
trained using the following loss:

LR = ||(1−M1,T )⊙ (V̂1,T − V1,T )||2 + LD(D1,T , D
gt
1,T ), (2)

which is the sum of the L2 loss between the reconstructed and original feature
volumes for masked locations, as well as a SILog loss [9], LD, between predicted
depths D1,T based on the reconstructed features and ground-truth depths Dgt

1,T .
We adopt a learned scheme to generate the masks based on the input image

features. Since no ground-truth masks are available, we train the mask generator
using a SILog depth loss between predicted depths D1,T based on the masked
features and ground-truth depths Dgt

1,T , with all the other network components
frozen. We denote this loss as LA.

We observe that the mask generator learns to mask the frames in a way that
encourages R-Net to exploit multi-view correspondences. In particular, it masks
out different parts of the same object across frames; for instance, see the white
truck and the masks over it in Fig. 5. As such, R-Net needs to utilize information
distributed across frames in order to reconstruct the full feature volume.

We adopt the same architecture of F-Net for R-Net. Once R-Net is trained,
we use it to generate features, Qscene, which contain important features of the
scene and can be used to enhance depth estimation. More specifically, the input
feature volume (not masked at inference) goes through convolutional and atten-
tion layers, and we use the output features from the last layer as Qscene. More
details of R-Net architecture can be found in Sec. 3.1. Fig. 6 visualizes Qscene.
We see that in two sample channels, Qscene captures important foreground in-
formation (e.g., truck, parked cars, nearby tree) at different time steps.
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Fig. 5: Generated masks over a sample input set of frames. Masks generated by adap-
tive sampler focuses on important objects like van, cars, tram, bus, railway tracks, and
road boundaries etc. across the frames.

Fig. 6: Sample Qscene generated by R-net. We show two sample channels p and q in
Qscene,1,T for input frames I1,T (T = 4).

2.3 Using the F-Net and R-Net Features

The features provided by F-Net and R-Net summarize key motion and scene
information from the set of input frames. Given Qmotion and Qscene, we first
perform cross-attention between them to produce Qall. We expand the channel
dimension of Qall by T , by repeating its C channels.

In the decoder, we employ transformer layers, where we combine Qall and the
queries generated from the previous decoder layer’s output, and process them
at every decoder layer (more details are provided in the supplementary). In this
way, we incorporate useful motion and multi-frame correspondence information
into the depth prediction process.

In order to further improve the predicted depths from the decoder, we ad-
ditionally design a progressive refinement network, consisting of self- and cross-
attention layers. The refinement network takes depth maps as input and at the
cross-attention layers, leverages Qall again to refine the depth map features. The
refined version of the depth maps can be fed to the refinement network again to
generate even further refined ones; we repeat this N times in our pipeline. As
we shall see, this helps improve the details of the depth maps.

2.4 Training

We first pretrain the FutureDepth encoder and decoder to perform depth pre-
diction, without using F-Net, R-Net, and the refinement network. This training
is supervised with a SILog loss between the predicted and ground-truth depths.
After the encoder and decoder are trained, we train R-Net to perform feature
volume reconstruction with random masking. In this step, we only use the L2
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loss to train R-Net, and do not update the encoder or decoder. The pretrain-
ing provides reasonable initial weights for several components in FutureDepth,
which is useful for a stable training of the entire system.

In the main training phase, we initialize both F-Net and R-Net with the pre-
trained R-Net weights, as they share the same architecture, as well as initialize
the encoder and decoder with their pretrained weights. First, we freeze encoder
and decoder, and train the adaptive mask generator, F-Net, and R-Net simul-
taneously. We compute the LF , LA, and LR losses and learn the weights for
F-Net, mask generator, and R-Net, respectively. Finally, we freeze F-Net, mask
generator, and R-Net, and train the encoder, decoder, and refinement network
using the following loss:

LD,final =
1

NT

N∑
i=0

T∑
t=1

LD(Di
t, D

gt
t ) (3)

where LD is the SILog loss [9] and the superscript i indicates the refinement
step. In this final step, Qscene and Qmotion are cross-attended to generate Qall,
which is used in the decoding and refinement parts of the pipeline.

We refer readers to Algorithm 2 in the supplementary material for a more
detail description of the training process. Note that after training, when per-
forming inferences, we no longer need the mask generator and the inference
pipeline is shown in Fig. 2. Detailed description of the inference can be found in
Algorithm 3 the supplementary.

3 Experiments

We conduct extensive experiments to evaluate our proposed FutureDepth ap-
proach on large-scale public benchmarks and compare with existing state-of-
the-art methods. We also perform ablation studies to analyze different aspects
of our proposed approach.

3.1 Implementation and Experiment Setup

Networks. In FutureDepth, we have a main an encoder-decoder depth network
architecture, where the encoder can be any image backbones like ResNet [18],
ViT [8], and Swin [25], and the decoder consists of four Skip Attention Modules
(SAM, modified from [1]). We start from a single-frame baseline (designed by us)
containing only an encoder and a decoder to compute depths, with 3 input chan-
nels and a single depth output channel. Then, we create a multi-frame baseline
that processes T frames as a batch, where their encoder outputs are concate-
nated to create a single feature volume with T ×C channels. The feature volume
is consumed by the decoder in its entirety, based on which the decoder predicts
T depth outputs in a batch manner. FutureDepth shares a similar base encoder-
decoder architecture as the multi-frame baseline, but additionally includes our
proposed F-Net, R-Net, and refinement network. In all our experiments, we use
Swin-Large (Swin-L) as the encoder unless specified otherwise.
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Both F-Net and R-Net consists of a self-attention layer, a convolutional layer
that reduces the channel dimension from T ·C to C, and four SAM layers. For R-
Net, we use the queries from the last SAM layer as Qscene. For F-Net, we use the
last-layer queries from all prediction steps and average them to generate Qmotion.
The mask generator consists of fully-connected layers and a softmax layer. Based
on the softmax scores, we keep the top r × P patches and mask out the rest,
where r is the masking ratio and P is total number of patches. The refinement
network consists of one self-attention layer and two cross-attention layers. It
takes depth maps as input and at the cross-attention layers, incorporates Qall

to predict the improved depths.
Hyperparameters. We set number of video frames in a batch I1,T to be T = 4.
For each frame batch during training, we sample from 1, 2, 3, 4 to determine the
interval between two consecutive frames. For instance, if the interval is 2, we
sub-sample every other frame from the original sequence to form the batch. This
allows the network to see more diverse motion ranges. We set the number of
iterations in future prediction to L = T unless otherwise specified. We set the
number of refinement step to N = 3. In training, we sample the masking ratio
from r ∈ [0.6, 0.9] to train R-Net. We set the initial learning rate to 4 × 10−5

and then linearly decrease it to 4× 10−6. In the pretraining stage, we train the
encoder and decoder for 5 epochs, and subsequently, the R-Net for 3 epochs. In
main training part, we train all the components of FutureDepth for 15 epochs.
The total training takes about 2 days on 2 Nvidia A100 GPUs.
Evaluation. We use standard depth estimation metrics defined in [9]. In addi-
tion, we evaluate the temporal consistency of the predicted depths, using aTC
(lower is better) and rTC (higher is better) from [21, 52], and OPW (lower is
better) from [48]. These metrics assess the prediction consistency across two
frames by warping using optical flow.1

3.2 Datasets

NYUDv2 [42]. This is a standard benchmark for indoor depth estimation tasks,
containing 120K RGB-D videos captured from 464 indoor scenes. We follow the
official Eigen training and test splits to evaluate our method, where 249 scenes
are used for training and 654 images from 215 scenes are used for testing.
KITTI [13]. KITTI is one of the most commonly used benchmarks for outdoor
depth estimation. We follow the Eigen training and test splits [9], with 23,488
training images and 697 test images. We use the video (sub)sequences that cor-
respond to the training and test image. These video frames are of size 375×1241
and depth estimation is evaluated up to 80 meters.
DDAD [15]. Dense Depth for Autonomous Driving (DDAD) is a more recently
introduced dataset featuring diverse urban driving scenarios with extended depth
ranges. This dataset contains 12,650 samples for training and 3,950 samples
for validation. We use the corresponding video (sub)sequences for training and

1 Detailed mathematical definitions of the metrics can be found in the supplementary
file.



10 Yasarla et al.

Table 1: Comparison with SOTA video-based models on NYUDv2 Eigen split and
Sintel. OPW measures temporal consistency, as proposed in NVDS paper. FS means
method is trained in fully-supervised fashion using ground-truth depth. ↑ (↓) means
higher (lower) is better.

Method NYUDV2 Sintel
δ < 1.25 ↑ Abs Rel↓ OPW↓ δ < 1.25 ↑ Abs Rel↓ OPW↓

ST-CLSTM [54] 0.833 0.131 0.645 0.351 0.517 0.585
FMNet [47] 0.832 0.134 0.387 0.357 0.513 0.521
R-CVD [19] 0.886 0.103 0.394 0.521 0.422 0.475
Many-Depth-FS [49] 0.865 0.096 0.428 0.492 0.487 0.540
NVDS [48] 0.950 0.072 0.364 0.591 0.335 0.424
MAMo [52] 0.942 0.074 0.388 0.579 0.358 0.493
Baseline (ours) 0.917 0.093 0.480 0.477 0.504 0.611
FutureDepth (ours) 0.981 0.063 0.303 0.623 0.296 0.392

Input iDisc ManyDepth-FS NVDS MAMo FutureDepth

Fig. 7: Qualitative results on KITTI. FutureDepth predicts more accurate depths, for
instance, for building and car (first row), far-away cars and van (second row), and biker
(third row).

running inferences. We follow the same setting introduced by [33], where images
are cropped to 870×1920 and the maximum depth is set to 150 meters.
Sintel [4]. MPI Sintel [4] consists of 23 synthetic sequences of open source
animated films and captures open-domain scenarios. Following the protocol in-
troduced by [19, 35], we conduct zero-shot evaluation of our proposed Future-
Depth and compare with state-of-the-art video depth estimation methods, which
assesses model generalizability.

3.3 Main Evaluation Results

On NYUDv2. In Table 1 (left), we evaluate our proposed FutureDepth ap-
proach and compare with existing SOTA on NYUDv2. It can be seen that
FutureDepth outperforms latest existing SOTA video depth estimation models
(e.g., MAMo, NVDS) and sets the new SOTA accuracy. In particular, we reduce
the depth error (in terms of Abs Rel) by more than 12% when comparing to
NVDS and MAMo. It is also noteworthy that we improve temporal consistency
(measured by OPW) by more than 16%.
On KITTI. The depth estimation accuracy results and comparison with exist-
ing methods are presented in Table 2. Our proposed FutureDepth approach sets
the new SOTA accuracy on KITTI, outperforming both latest monocular meth-
ods, e.g., iDisc [33], and video depth methods, e.g., [52]. For ManyDepth [49]



FutureDepth 11

Table 2: Quantitative results on KITTI (Eigen split). † indicates methods using mul-
tiple networks to estimate depth. The methods are ordered in each group based on Abs
Rel. MF means multi-frame methods. SF means single-frame methods.

Type Method Encoder Abs Rel↓ Sq Rel↓ RMSE↓ RMSElog ↓ δ < 1.25 ↑

SF

AdaBins [3] EfficientNet 0.058 0.190 2.360 0.088 0.964
BinsFormer [23] Swin-L 0.052 0.151 2.098 0.079 0.975
NeWCRFs [53] Swin-L 0.052 0.155 2.129 0.079 0.974
PixelFormer [1] Swin-L 0.051 0.149 2.081 0.077 0.976
iDisc [33] Swin-L 0.050 0.145 2.067 0.077 0.977
GEDepth [51] [22] 0.048 0.142 2.050 0.076 0.976

MF

FlowGRU [10] [10] 0.112 0.700 4.260 0.184 0.881
RDE-MV [32] ResNet18† 0.111 0.821 4.650 0.187 0.821
STAD [20] [24]† 0.109 0.594 3.312 0.153 0.889
Patil et.al. [32] ConvLSTM† 0.102 – 4.148 – 0.884
ST-CLSTM [54] ResNet18 0.101 – 4.137 – 0.890
NeuralRGB [24] CNN-based† 0.100 – 2.829 – 0.931
Cao et.al. [6] – 0.099 – 3.832 – 0.886
FMNet [47] ResNeXt-101 0.099 – 3.744 0.129 0.888
Flow2Depth [50] [28]† 0.081 0.488 3.651 0.146 0.912
TC-Depth-FS [36] ResNet50 0.071 0.330 3.222 0.108 0.922
ManyDepth-FS [49] ResNet50 0.069 0.342 3.414 0.111 0.930
ManyDepth-FS [49] Swin-L 0.060 0.248 2.747 0.099 0.955
NVDS [48] DPT-L [34] 0.052 0.159 2.101 0.077 0.976
MAMo [52] Swin-L 0.049 0.130 1.989 0.072 0.977

MF
(Ours)

Baseline

ResNet34 0.063 0.219 2.521 0.098 0.957
Swin-B 0.055 0.162 2.163 0.082 0.973
Swin-L 0.053 0.154 2.094 0.079 0.975
Dinov2 (ViT-L) 0.051 0.141 2.064 0.076 0.979

FutureDepth

ResNet34 0.054 0.179 2.016 0.087 0.965
Swin-B 0.049 0.129 1.998 0.077 0.976
Swin-L 0.044 0.119 1.920 0.068 0.983
Dinov2 (ViT-L) 0.041 0.117 1.856 0.066 0.984

and TC-Depth [36], since the original models are trained in a self-supervised set-
ting, we use the numbers from their fully-supervised versions retrained in [52],
referring them as ManyDepth-FS and TC-Depth-FS.

Fig. 7 shows a visual comparison of the depths predicted by FutureDepth and
existing SOTA methods. It can be seen that our predicted depth is more accurate
and captures more details of the scene. For instance, sharp depth boundaries are
predicted for the biker in the last example, even though this is a challenging case
where the contrast between the biker and the background is low.

In addition, we evaluate the temporal consistency in Table 3. It can be seen
that the temporal consistency of FutureDepth is significantly better than exist-
ing monocular and video methods. Fig. 8 shows a visual comparison of predicted
depths on consecutive frames by FutureDepth and SOTA video depth estima-
tion methods. We see that the depth predictions by MAMo and NVDS are
inconsistent and noisy across frames, whereas our prediction is more temporally
consistent and accurate.

We further measure the average model runtime. We see that our proposed
FutureDepth is significantly more efficient as compared to existing video depth
estimation models, and has comparable or better runtime as compared to SOTA
monocular models.
On DDAD. Table 4 shows the depth prediction results of models trained and
evaluated on DDAD. All methods are trained using Swin-L or DPT-L encoder
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Table 3: Temporal consistency and runtime on KITTI. All models use Swin-L as
the encoder except for NVDS which uses DPT-L. Inference times are computed using
NVIDIA RTX-3080 GPU with 11GB memory.

Type Method rTC ↑ aTC ↓ OPW ↓ Runtime (ms) ↓

SF
NeWCRFs 0.914 0.116 0.501 28
iDisc 0.923 0.108 0.486 61
GEDepth 0.919 0.133 0.441 177

MF

Many-Depth-FS 0.920 0.111 0.497 488
TC-Depth-FS 0.901 0.122 0.516 376
NVDS 0.951 0.096 0.356 930
MAMo 0.963 0.088 0.328 122

MF (ours) Baseline 0.900 0.126 0.540 32
FutureDepth 0.988 0.076 0.281 49

Table 4: Quantitative results on DDAD. ↑ (↓) means higher (lower) is better. Best
numbers are highlighted in bold. MF (SF) means multi-frame (single-frame) methods.

Type Method RMSE ↓ Sq Rel↓ Abs Rel↓ OPW↓

SF
NeWCRFs [53] 10.98 2.831 0.291 0.622
iDisc [33] 8.99 1.854 0.163 0.596
GEDepth [51] 10.60 2.119 0.157 0.571

MF

Many-Depth-FS [49] 12.35 3.946 0.292 0.544
TC-Depth-FS [36] 12.11 3.788 0.283 0.699
NVDS [48] 9.24 1.995 0.174 0.496
MAMo [52] 8.45 1.772 0.150 0.464

MF (ours) Baseline 11.36 3.216 0.232 0.681
FutureDepth 7.72 1.290 0.114 0.366

for fair comparison. It can be seen that our proposed FutureDepth outperforms
the existing SOTA methods. Additionally, we perform zero-shot testing by evalu-
ating KITTI-trained models on DDAD and observe that FutureDepth has better
generalizability as compared to existing models. The zero-shot testing results are
included in the supplementary.
On Sintel. Table 1 (right) shows zero-shot evaluation results on Sintel. We see
that FutureDepth significantly outperforms existing SOTA video depth estima-
tion models, with better accuracy and temporal consistency. This demonstrates
the strong generalization ability of our proposed FutureDepth approach.

3.4 Ablation Study
We conduct comprehensive experiments to investigate different components in
our proposed FutureDepth pipeline. Table 5 summarizes the results. We assess
two baselines: (1) single-frame (SF) baseline that operates on single input frames
and uses the same encoder and decoder architecture as our main model, with
channel numbers modified accordingly for the single-frame setting; (2) multi-
frame (MF) baseline that is described in Sec. 3.1. We then incrementally add
our proposed modules to evaluate their effects, including F-Net, R-Net with
random masking and adaptive masking, and refinement network.

We can see that by naively extending a single-frame model to a multi-frame
model only brings minimal gains; see the first two rows in Table 5. Using F-
Net significantly improves the baseline in terms of both accuracy (e.g., 16%
in Sq Rel) and temporal consistency (e.g., 42% in OPW). In addition, R-Net
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Fig. 8: Sample patches from 4 consecutive frames. FutureDepth is more temporally
consistent and accurate than existing SOTA.
Table 5: Ablation study on KITTI. We use Swin-L encoder for all variants. ↑ (↓) means
higher (lower) is better. AM means adaptive masking. RM means random masking.

Model Type R-Net AM F-Net Refine Sq Rel↓ RMSE↓ δ < 1.25 ↑ OPW↓
Baseline SF 0.156 2.098 0.974 0.544

Baseline MF

0.154 2.094 0.975 0.540
✓ 0.129 1.978 0.981 0.311

✓ (RM) 0.148 2.040 0.976 0.478
✓ ✓ 0.136 1.999 0.980 0.416
✓ ✓ ✓ 0.122 1.931 0.983 0.284

FutureDepth MF ✓ ✓ ✓ ✓ 0.119 1.920 0.983 0.281

Fig. 9: Depth estimation quality is considerably improved after refinement, e.g., fence
(first sample), traffic light (second sample).

provides visible improvements on top of the baseline, and together with adaptive
masking brings more performance gains. Using both F-Net and R-Net jointly
generates significant improvements as compared to using either of them alone.
Finally, using the refinement network can further reduce prediction errors. Fig. 9
provides visual examples of how the refinement network improves the details of
the predicted depth maps.

4 Related work
Monocular Depth Estimation (MDE). MDE is the task of estimating depth
based on a single image. Early approaches utilize conventional or hand-crafted
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features [29, 30, 37, 39, 46]. More recently, deep-learning-based methods have
shown significant improvements. One general approach treats depth estimation
as a continuous regression task [5, 14, 41, 53, 55]. Other works, e.g., [3, 11, 23],
consider depth prediction as a classification or ordinal regression task, and put
the depth values of a scene into discrete bins. While there has been extensive
research on MDE, this approach inherently ignores the temporal information in
video data, which is usually available in practical applications.
Video Depth Estimation (VDE). Recently, researchers have looked into uti-
lizing multiple frames for depth estimation in a deep learning framework. [49]
introduces a cost-volume-based method to leverage consecutive frames for depth
estimation, which is further extended by [26] and [40] to include additional
frames through cost-volume aggregation. Cost volume architectures, however,
incur high computation and memory costs, making them challenging to run
resource-constrained platforms and extend to more frames. Other works ex-
plore the use of recurrent neural networks, but only obtain sub-optimal accu-
racy [10, 32, 54]. Recently, researchers have started to adopt attentions in video
depth estimation. Early attempts do not achieve SOTA performance, even when
compared to the latest MDE models [6, 47]. Some researchers leverage optical
flow in video depth estimation [10, 50, 52] and the latest of them [52] achieves
significantly better accuracy. However, in addition to requiring optical flow es-
timation, [52] requires backpropagation-based feature updates on the fly, which
is computationally expensive. Another latest attention-based work [48] achieves
SOTA accuracy, but also incurs significant computational costs. Another line of
work focuses on test-time training [19, 27]. While they can achieve temporally
consistent depths by overfitting to one test video, such training-based approaches
are too slow for real-time applications, computationally infeasible for resource-
constrained devices, and not generalizable.

5 Conclusion
In this paper, we proposed a novel and efficient video depth estimation method,
FutureDepth. Specifically, we proposed a Future Prediction Network (F-Net),
which is trained using iterative future feature prediction, to capture key motion
cues to enhance depth prediction. We also proposed a Reconstruction Network
(R-Net), which is trained via masked auto-encoding on multi-frame features
with a learnable masking. In this way, R-Net learns to identify multi-frame cor-
respondences, which benefits depth estimation. At inference, F-Net and R-Net
generates query features containing key motion and scene information, which
is incorporated into the depth decoding process through cross-attention. More-
over, we use these queries in a refinement stage to further improve accuracy.
Extensive results on benchmark datasets such as NYUDv2, KITTI, DDAD, and
Sintel, have demonstrated the efficacy of our proposed FutureDepth method. Fu-
tureDepth sets the new state-of-the-art accuracy and at the same time, is more
efficient than latest video and monocular depth models.
Acknowledge. We would like to thank Hanno Ackermann for the insightful
feedback and discussion.
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