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Abstract. Achieving disentangled control over multiple facial motions
and accommodating diverse input modalities greatly enhances the appli-
cation and entertainment of the talking head generation. This necessi-
tates a deep exploration of the decoupling space for facial features, en-
suring that they a) operate independently without mutual interference
and b) can be preserved to share with different modal inputs—both as-
pects often neglected in existing methods. To address this gap, this paper
proposes a novel Efficient Disentanglement framework for Talking head
generation (EDTalk). Our framework enables individual manipulation
of mouth shape, head pose, and emotional expression, conditioned on
video or audio inputs. Specifically, we employ three lightweight mod-
ules to decompose the facial dynamics into three distinct latent spaces
representing mouth, pose, and expression, respectively. Each space is
characterized by a set of learnable bases whose linear combinations de-
fine specific motions. To ensure independence and accelerate training,
we enforce orthogonality among bases and devise an efficient training
strategy to allocate motion responsibilities to each space without relying
on external knowledge. The learned bases are then stored in correspond-
ing banks, enabling shared visual priors with audio input. Furthermore,
considering the properties of each space, we propose an Audio-to-Motion
module for audio-driven talking head synthesis. Experiments are con-
ducted to demonstrate the effectiveness of EDTalk. The code and pre-
trained models are released at: https://tanshuai0219.github.io/EDTalk/
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1 Introduction

Talking head animation has garnered significant research attention owing to its
wide-ranging applications in education, filmmaking, virtual digital humans, and
the entertainment industry [35]. While previous methods [23}39,/56,/57] have
achieved notable advancements, most of them generate talking head videos in a
holistic manner, lacking fine-grained individual control. Consequently, attaining
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Fig. 1: Illustrative animations produced by EDTalk. Given an identity source, EDTalk
synthesizes talking face videos characterized by mouth shapes, head poses, and ex-
pressions consistent with mouth GT, pose source and expression source. These facial
dynamics can also be inferred directly from driven audio. Importantly, EDTalk demon-
strates superior efficiency in disentanglement training compared to other methods.

precise and disentangled manipulation over various facial motions such as mouth
shapes, head poses, and emotional expressions remains a challenge, crucial for
crafting lifelike avatars . Moreover, existing approaches typically cater to
only one driving source: either audio or video , thereby limiting
their applicability in the multimodal context. There is a pressing need for a
unified framework capable of simultaneously achieving individual facial control
and handling both audio-driven and video-driven talking face generation.

To tackle the challenges, an intuition is to disentangle the entirety of fa-
cial dynamics into distinct facial latent spaces dedicated to individual compo-
nents. However, it is non-trivial due to the intricate interplay among facial move-
ments . For instance, mouth shapes profoundly impact emotional expressions,
where one speaks happily with upper lip corners but sadly with the depressed
ones . Despite the extensive efforts made in facial disentanglement by
previous studies [27][33/47.[58,/65], we argue there exist three key limitations.
(1) Overreliance on external and prior information increases the demand for
data and complicates the data pre-processing: One popular line re-
lies heavily on external audio data to decouple the mouth space via contrastive
learning . Subsequently, they further disentangle the pose space using pre-
defined 6D pose coefficients extracted from 3D face reconstruction models .
However, such external and prior information escalates dataset demands and
any inaccuracies therein can lead to the trained model errors. (2) Disentangling
latent spaces without internal constraints leads to incomplete decoupling. Pre-
vious works simply constrain each space externally with a prior during
the decoupling process, overlooking inter-space constraints. This oversight fails
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to ensure that each space exclusively handles its designated component without
interference from others, leading to training complexities, reduced efficiency, and
performance degradation. (3) Inefficient training strategy escalates the training
time and computational cost. When disentangling a new sub-space, some meth-
ods [33/47] require training the entire heavyweight network from scratch, which
significantly incurs high time and computational costs [14]. It can be costly and
unaffordable for many researchers. Furthermore, most methods are unable to
utilize audio and video inputs simultaneously.

To cope with such issues, this paper proposes an Efficient Disentanglement
framework, tailored for one-shot talking head generation with precise control
over mouth shape, head pose, and emotional expression, conditioned on video
or audio inputs. Our key insight lies in our requirements for decoupled space:
(a) The decoupled spaces should be disjoint, which means each space captures
solely the motion of its corresponding component without the interference from
others. This also ensures that decoupling a new space will not affect the trained
models, thereby avoiding the necessity of training from scratch. (b) Once the
spaces are disentangled from video data to support video-driven paradigm, they
should be stored to share with the audio inputs for further audio-driven setting.

To this end, drawing inspiration from the observation that the entire motion
space can be represented by a set of directions [53], we innovatively disentan-
gle the whole motion space into three distinct component-aware latent spaces.
Each space is characterized by a set of learnable bases. To ensure that different
latent spaces do not interfere with each other, we constrain bases orthogonal
to each other not only intra-space [53| but also inter-space. To accomplish the
disentanglement without prior information, we introduce a progressive training
strategy comprising cross-reconstruction mouth-pose disentanglement and self-
reconstruction complementary learning for expression decoupling. Despite com-
prising two stages, our decoupling process involves training only the proposed
lightweight Latent Navigation modules, keeping the weights of other heavier
modules fixed for efficient training.

To explicitly preserve the disentangled latent spaces, we store the base sets of
disentangled spaces in the corresponding banks. These banks serve as repositories
of prior bases essential for audio-driven talking head generation. Consequently,
we introduce an Audio-to-Motion module designed to predict the weights of
the mouth, pose, and expression banks, respectively. Specifically, we employ an
audio encoder to synchronize lip motions with the audio input. Given the non-
deterministic nature of head motions [61], we utilize normalizing flows [37] to
generate probabilistic and realistic poses by sampling from a Gaussian distribu-
tion, guided by the rhythm of audio. Regarding expression, we aim to extract
emotional cues from the audio |21] and transcripts. It ensures that the gener-
ated talking head video aligns with the tone and context of audio, eliminating
the need for additional expression references. In this way, our EDTalk enables
talking face generation directly from the sole audio input.

Our contributions are outlined as follows: 1) We present EDTalk, an efficient
disentanglement framework enabling precise control over talking head synthesis
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concerning mouth shape, head pose, and emotional expression. 2) By introducing
orthogonal bases and an efficient training strategy, we successfully achieve com-
plete decoupling of these three spaces. Leveraging the properties of each space,
we implement Audio-to-Motion modules to facilitate audio-driven talking face
generation. 3) Extensive experiments demonstrate that our EDTalk surpasses
the competing methods in both quantitative and qualitative evaluation.

2 Related Work

2.1 Disentanglement on the face

Facial dynamics typically involve coordinated movements such as head poses,
mouth shapes, and emotional expressions in a global manner [45], making their
separate control challenging. Several works have been developed to address this
issue. PC-AVS [65] employs contrastive learning to isolate the mouth space re-
lated to audio. Yet since similar pronunciations tend to correspond to the same
mouth shape [26], the constructed negative pairs in a mini-batch often include
positive pairs and the number of negative pairs in the mini-batch is too small |16],
both of which results in subpar results. Similarly, PD-FGC [|47] and TH-PAD [5§]
face analogous challenges in obtaining content-related mouth spaces. Although
TH-PAD incorporates lip motion decorrelation loss to extract non-lip space,
it still retains a coupled space where expressions and head poses are inter-
twined. This coupling results in randomly generated expressions co-occurring
with head poses, compromising user-friendliness and content relevance. Despite
the achievement of PD-FGC in decoupling facial details, its laborious coarse-to-
fine disentanglement process consumes substantial computational resources and
time. DPE |33] introduces a bidirectional cyclic training strategy to disentan-
gle head pose and expression from talking head videos. However, it necessitates
two generators to independently edit expression and pose sequentially, escalat-
ing computational resource consumption and runtime. In contrast, we propose
an efficient decoupling approach to segregate faces into mouth, head pose, and
expression components, readily controllable by different sources. Moreover, our
method requires only a unified generator, and minimal additional resources are
needed when exploring a new disentangled space.

2.2 Audio-driven Talking Head Generation

Audio-driven talking head generation [3]29] endeavors to animate images with
accurate lip movements synchronized with input audio clips. Research in this
area is predominantly categorized into two groups: intermediate representa-
tion based methods and reconstruction-based methods. Intermediate represen-
tation based methods [4}/6}/12,/51L52,[56}/59,|63,66] typically consist of two sub-
modules: one predicts intermediate representations from audio, and the other
synthesizes photorealistic images from these representations. For instance, Das et
al. [12] employ landmarks as an intermediate representation, utilizing an audio-
to-landmark module and a landmark-to-image module to connect audio inputs
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and video outputs. Yin et al. [57] extract 3DMM parameters |2] to warp source
images using predicted flow fields. However, obtaining such intermediate rep-
resentations, like landmarks and 3D models, is laborious and time-consuming.
Moreover, they often offer limited facial dynamics details, and training the two
sub-modules separately can accumulate errors, leading to suboptimal perfor-
mance. In contrast, our approach operates within a reconstruction-based frame-
work [5713940},44,/461/49/64]. Tt integrates features extracted by encoders from
various modalities to reconstruct talking head videos in an end-to-end manner,
alleviating the aforementioned issues. A notable example is Wav2Lip |36], which
employs an audio encoder, an identity encoder, and an image decoder to gener-
ate precise lip movements. Similarly, Zhou et al. [65] incorporate an additional
pose encoder for free pose control, yet disregard the nondeterministic nature of
natural movement. To address this, we propose employing a probabilistic model
to establish a distribution of non-verbal head motions. Additionally, none of the
existing methods consider facial expressions, crucial for authentic talking head
generation. Our approach aims to integrate facial expressions into the model to
enhance the realism and authenticity of the generated talking heads.

2.3 Emotional Talking Head Generation

Emotional talking head generation is gaining traction due to its wide-ranging
applications and heightened entertainment potential. On the one hand, some
studies [141211/43l50] identify emotions using discrete emotion labels, albeit facing
a challenge to generate controllable and fine-grained expressions. On the other
hand, recent methodologies [20,27}[31,47] incorporate emotional images or videos
as references to indicate desired expressions. Ji et al. [20], for instance, mask the
mouth region of an emotional video and utilize the remaining upper face as an
expression reference for emotional talking face generation. However, as mouth
shape plays a crucial role in conveying emotion [45], they struggle to synthesize
vivid expressions due to their failure to decouple expressions from the entire face.
Thanks to our orthogonal base and efficient training strategy, we are capable
of fully disentangling different motion spaces like mouth shape and emotional
expression, thus achieving finely controlled talking head synthesis. Moreover, we
also incorporate emotion contained within audio and transcripts. To the best
of our knowledge, we are the first to achieve this goal—automatically inferring
suitable expressions from audio tone and text, thereby generating consistent
emotional talking face videos without relying on explicit image/video references.

3 Methodology

As illustrated in Fig. [2| (a), given an identity image I, we aim to synthesize
emotional talking face image I9 that maintains consistency in identity informa-
tion, mouth shape, head pose, and emotional expression with various driving
sources I?, I, I? and I°. Our intuition is to disentangle different facial compo-
nents from the overall facial dynamics. To this end, we propose EDTalk (Sec.
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(a) Sec. 3.1 EDTalk framework (b) Sec. 3.2 Efficient Disentanglement

Fig. 2: Illustration of our proposed EDTalk. (a) EDTalk framework. Given an identity
source I" and various driving images I* (* € {m,p,e}) for controlling corresponding
facial components, EDTalk animates the identity image I* to mimic the mouth shape,
head pose, and expression of I, I? and I° with the assistance of three Component-
aware Latent Navigation modules: MLN, PLN and ELN. (b) Efficient Disentanglement.
The disentanglement process consists of two parts: Mouth-Pose decouple and Expres-
sion Decouple. For the former, we introduce the cross-reconstruction training strategy
aimed at separating mouth shape and head pose. For the latter, we achieve expression
disentanglement using self-reconstruction complementary learning.

with learnable orthogonal bases stored in banks B* (x refers to the mouth source
m, pose source p and expression source e for simplicity), each representing a dis-
tinct direction of facial movements. To ensure the bases are component-aware,
we propose an efficient disentanglement strategy (Sec. , comprising Mouth-
Pose Decoupling and Expression Decoupling, which decompose the overall facial
motion into mouth, pose, and expression spaces. Leveraging these disentangled
spaces, we further explore an Audio-to-Motion module (Section Figure|3)) to
produce audio-driven emotional talking face videos featuring probabilistic poses,
audio-synchronized lip motions, and semantically-aware expressions.

3.1 EDTalk Framework

Figure [2| (a) illustrates the structure of EDTalk, which is based on an autoen-
coder architecture consisting of an Encoder E, three Component-aware Latent
Navigation modules (CLNs) and a Generator G. The encoder E maps the iden-
tity image I* and various driving source I* into the latent features f*=" = E(I?)
and f*7" = E(I*). The process in inspired by FOMM and LTA . Instead
of directly modeling motion transformation f*~* from identity image I* to driv-
ing image I* in the latent space, we posit the existence of a canonical feature
f7, that facilitates motion transfer between identity features and driving ones,

expressed as fi7* = fi77 4 frox,
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Thus, upon acquiring the latent features f*~" extracted by E from driv-
ing images I*, we devise three Component-aware Latent Navigation modules to
transform them into f"7* = CLN(f*~"). For clarity, we use pose as an exam-
ple, denoted as * = p. Within the Pose-aware Latent Navigation (PLN) module,
we establish a pose bank BP = {bY, ..., bl } to store n learnable base b. To ensure
each base represents a distinct pose motion direction, we enforce orthogonality
between every pair of bases by imposing a constraint of (b7 b?) =0 (i#}y),
where (-, -) signifies the dot product operation. It allows us to depict various head
pose movements as linear combinations of the bases. Consequently, we design a
Multi-Layer Perceptron layer M LP? to predict the weights W? = {w!,...,wE}
of the pose bases from the latent feature fP~":

n
WP = {wfv 7wa} = MLPp(fpﬁr)v f’r%p = wabiy? (1)

i=1
Mouth and Expression-aware Latent Navigation module share the same ar-
chitecture with PLM but have different parameters, where we can also derive
Jrom = Y b W = MLP™(fm27) and f7¢ = Y wghs, WE =
MLPe(f°") in the similar manner. It’s worth noting that to achieve com-
plete disentanglement of facial components and prevent changes in one com-
ponent from affecting others, we ensure orthogonality between the three banks
(B™, BP, B¢). This also allows us to directly combine the three features to ob-
tain the driving feature fr7¢ = fr=™ 4 f7=P 4 fr=¢ We further get fi7¢ =
77 4+ fr7? which is subsequently fed into the Generator G to synthesize the
final result 9. To maintain identity information, G incorporates the identity
features f'¢ of the identity image via skip connections. Additionally, to enhance
emotional expressiveness with the assistance of the emotion feature f"7¢, we
introduce a lightweight plug-and-play Emotion Enhancement Module (EEM),
which will be discussed in the subsequent subsection. In summary, the generation

process can be formulated as follows:

19 = G(fi=" fid. EEM(f77°)), (2)

where EEM is exclusively utilized during emotional talking face generation. For
brevity, we omit f*¢ in the subsequent equations.

3.2 Efficient Disentanglement

Based on the outlined framework, the crux lies in training each Component-aware
Latent Navigation module to store only the bases corresponding to the motion
of its respective components and to ensure no interference between different
components. To achieve this, we propose an efficient disentanglement strategy
comprising Mouth-Pose Decoupling and Expression Decoupling, thereby sepa-
rating the overall facial dynamics into mouth, pose, and expression components.
Mouth-Pose Decouple. As depicted at the top of Fig. [2] (b), we introduce
cross-reconstruction technical, which involves synthesized images of switched
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mouths: [7'* and I)'*. Here, we superimpose the mouth region of I onto I b and
vice versa. Subsequently, the encoder E encodes them into canonical features,
which are processed through PLN and M LN to obtain corresponding features:

fPr " = PLN(E(I*)), MLN (E(I},)) (3)
fPe, f™ = PLN(E(I;")), MLN(E(;")) (4)

Next, we substitute the extracted mouth features and feed them into the gener-
ator G to perform cross reconstruction of the original images: I® = G(fPe, fme)
and [* = G(fPe, fm). Additionally, we include identity features f'¢ extracted
from another frame of the same identity as input to the generator G. Afterward,
we supervise the Mouth-Pose Decouple module by adopting reconstruction loss
Lyec, perceptual loss Lyer [22,/60] and adversarial loss Laqy:

Loe= 3 IF— i Lpw= 3 [00%) - a3 ©)
#=a,b #=a,b
Laav = Y, (logD(I*) +log(1 — D(I#))), (6)
#=a,b

where @ denotes the feature extractor of VGG19 [42| and D is a discrimina-
tor tasked with distinguishing between reconstructed images and ground truth
(GT). In addition, self-reconstruction of the Ground Truth (GT) is crucial, where
mouth features and pose features are extracted from the same image and then in-
put into G to reconstruct itself using Lgeir. Furthermore, we impose feature-level
constraints on the network:

Lica= Y (exp(=S(f7*, PLN(E(I*)))) + exp(—=S(f™#, MLN(E(T*))))),

#=a,b

(7)
where we extract mouth features and pose features from I and I°, aiming
to minimize their disparity with those extracted from synthesized images of
switched mouths using cosine similarity S(-,-). Once the losses have converged,
the parameters are no longer updated for the remainder of training, significantly
reducing training time and resource consumption for subsequent stages.
Expression Decouple. As illustrated in the bottom of Fig. [2| (b), to decouple
expression information from driving image I¢, we introduce Expression-aware
Latent Navigation module (FLN) and a lightweight plug-and-play Emotion En-
hancement Module (EEM), both trained via self-reconstruction complementary
learning. Specifically, given an identity source I’ and a driving image I¢ sharing
the same identity as I but differing in mouth shapes, head poses and emotional
expressions, our pre-trained modules (i.e., E, MLN, PLN, and G) from previ-
ous stage effectively disentangle mouth shape and head pose from I and drive
I to generate fﬁ with matching mouth shape and head pose as I but with the
same expression with I*. Therefore, to faithfully reconstruct I¢ with the same
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expression, FLN is compelled to learn complementary information not disen-
tangled by M LN, PLN, precisely the expression information. Motivated by the
observation that expression variation in a video sequence is typically less
frequent than changes in other motions, we define a window of size K around I?
and average K extracted expression features to obtain a clean expression feature
fre. f77¢ is then combined with extracted mouth and pose features as input
to the generator G. Additionally, FEM takes f"7¢ as input and utilizes affine
transformations to produce f¢ = (f¢, ff) that control adaptive instance normal-
ization (AdalN) operations. The AdalN operations further adapt identity
feature fi¢ as emotion-conditioned features fi¢ by:

S = u(f'4
o(fid)

where p(-) and o(+) represent the average and variance operations. Subsequently,
we generate output I 9 with the expression of I via Eq. [2l We enforce a motion
reconstruction loss Lot in addition to the same reconstruction loss L;cc,
perceptual loss Lyer and adversarial loss La.q4v as Eq. |§| and Eq. @

[l =EEM(f') = f¢ + f£ (8)

Linow = 19(1%) = ¢(I2)l|2 + (1) = ()2, (9)

where ¢(-) and #(-) denote features extracted by the 3D face reconstruction
network and the emotion network of . Moreover, to ensure that the synthe-
sized image accurately mimics the mouth shape of the driving frame, we further
introduce a mouth consistency loss Ly,_c:

Lone = G*S(MLN(E(Aé’))vMLN(E(Id)))’ (10)
where M LN and FE are pretrained in the previous stage. During training, we
only need to train lightweight FNL and EEM, resulting in fast training.

After successfully training the
two-stage Efficient Disentanglement
module, we acquire three disentan-
gled spaces, enabling one-shot video-
driven talking face generation with
separate control of identity, mouth

Identity fource I

shape, pose, and expression, given dif- EDTalk
ferent driving sources, as illustrated in  iwpu Audio ay.y
Flg' (a) “The feeling is
truly unbearable. - - .
Transeript T O Generated Image 19

3.3 Audio-to-Motion

Fig. 3: The overview of Audio-to-Motion,
Integrating the disentangled spaces, for mouth, pose, expression prediction.
we aim to address a more appeal-

ing but challenging task: audio-driven
talking face generation. In this sec-
tion, depicted in Fig. [3] we introduce
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three modules to predict the weights of pose, mouth, and expression from audio.
These modules replace the driving video input, facilitating audio-driven talking
face generation.

Audio-Driven Lip Generation. Prior works [31}/45] generate facial dynamics,
encompassing lip motions and expressions, in a holistic manner, which proves
challenging for two main reasons: 1) Expressions, being acoustic-irrelevant mo-
tions, can impede lip synchronization [61]. 2) The absence of lip visual infor-
mation hinders fine details synthesis at the phoneme level [34]. Thanks to the
disentangled mouth space obtained in the previous stage, we naturally mitigate
the influence of expression without necessitating special training strategies or
loss functions like [61]. Additionally, since the decoupled space is trained during
video-driven talking face generation using video as input, which offers ample
visual information in the form of mouth bases 0" stored in the bank B™, we
eliminate the need for extra visual memory like [34]. Instead, we only need to
predict the weight w]™* of each base 0", which generates the fine-grained lip mo-
tion. To achieve this, we design an Audio Encoder E,, which embeds the audio
feature into a latent space f* = F,(a1.n). Subsequently, a linear layer M L Py
is added to decode the mouth weight wm. During training, we fix the weights of
all modules and only update E, and M LP}" using the weighted sum of feature

m 1 m m .
loss L7, ,, reconstruction loss L7 and sync loss LY. [36]:

Fea =W =W o, Lk =1~ 1|2, (11)

Tec

v-Ss

L. = —log(

sync

maz([ollz- [.6) 12
where W™ = MLN(E(I)) is the GT mouth weight extracted from GT image
I and T is generated image using Eq. L . is introduced from [36], where v
and s are extracted by the speech encoder and image encoder in SyncNet |10].

Flow-Based Probabilistic Pose Generation. Due to the nature of one-to-
many mapping from the input audio to head poses, learning a deterministic
mapping like previous works [51,52,|66] output the same results, which bring
ambiguity and inferior visual results. To generate probabilistic and realistic head
motions, we predict the pose weights we using Normalizing Flow ¢, [37], as
illustrated in Fig. [3| During training (indicated by dash lines), we extract pose
weights WP from videos as the ground truth and feed them into our ¢,. By
incorporating Maximum Likelihood Estimation (MLE) in Eq. we embed it
into a Gaussian distribution pz conditioned on audio feature f* = F,(a1.n):

N—-1
2t = ng(wfvfta)v £MLE = - Z 1ng3 (Zt) (13)
t=0

As the normalizing flow ¢, is bijective, we reconstruct the pose weight Wr =

©p(z, f{*) and utilize a pose reconstruction loss L%, along with a temporal loss
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P : .
L., to constrain ¢p:

N—-1
L= [WP =T, Luam = o O N —wly) — (@ —if)llo (14)
t=1

During inference, we randomly sample Z from the constructed distribution pz
and then generate pose weights Wp = ©p (2, f{*). This process ensures the diver-
sity of head motions while maintaining consistency with the audio rhythm.
Semantically-Aware Expression Generation. As finding videos with a de-
sired expression may not always be feasible, potentially limiting their applica-
tion |30], we aim to explore the emotion contained in audio and transcript with
the aid of the introduced Semantics Encoder Eg and Text Encoder Er. In-
spired by [54], our Semantics Encoder Fg is constructed upon the pretrained
HuBERT model [18|, which consists of a CNN-based feature encoder and a
transformer-based encoder. We freeze the CNN-based feature encoder and only
fine-tuned the transformer blocks. Text Encoder Er is inherited from the pre-
trained Emoberta [25], which encodes the overarching emotional context embed-
ded within textual descriptions. We concatenate the embeddings generated by
Eg and Er and feed them into a M LP§ to generate the expression weights we.
Since audio or text may not inherently contain emotion during inference, such
as in TTS-generated speech, in order to support the prediction of emotion from
a single modality, we randomly mask (M) a modality with probability p during
training, inspired by HuBERT:

MLP;(ES(a)aET(T))7 0.5 <p< 1,
We ={ MLP¢(M(Es(a)), Er(T)), 0.25<p < 0.5, (15)
MLP¢(Es(a), M(Ep(T))), 0<p<0.25.

We employ Lexp = ||V — We||1 to encourage W¢ close to weight W¢ gen-
erated by pretrained ELN from emotional frames. Until now, we are able to
generate probabilistic semantically-aware talking head videos solely from
an identity image and the driving audio.

4 Experiments

4.1 Experimental Settings

Implement Details. Our model is trained and evaluated on the datasets MEAD [50]
and HDTF [62]. Additionally, we report results on additional datasets, including
LRW [9] and Voxceleb2 [8], for further assessment of our method in the sup-
plementary. All video frames are cropped following FOMM [41]| and resized to
256 x 256. Our method is implemented using PyTorch and trained using the
Adam optimizer on 2 NVIDIA GeForce GTX 3090 GPUs. The dimension of the
latent code f*7" and bases b* is set to 512, and the number of bases of B, BP
and B¢ are set to 20, 6 and 10, respectively. The weight for Lot is set to 10
and the remaining weights are set to 1.
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MEAD [50 HDTF [62
PSNR{ SSIMt M/F-LMD| FID] Sync,, 1 Accemo T PSNRT SSIMt M/F-LMD| FID] Sync,,,
MakeltTalk [66] [19.442 0.614 2.541/2.309 37.917 5176  14.64 |21.985 0.709 2.395/2.182 18.730 4.753

Method

Wav2Lip |36 19.875 0.633 1.438/2.138 44.510 8.774 13.69 |22.323 0.727 22.397  9.032
Audio2Head |51|]18.764 0.586 2.053/2.293 27.236  6.494 16.35 |21.608 0.702 29.385  7.076
PC-AVS |65 16.120 0.458 2.649/4.350 38.679  7.337 12,12 {22995 0.705 ) 26.042  8.482
AVCT |52] 17.848 0.556 2.870/3.160 37.248  4.895 13.13 |20.484 0.663 2.360/2.679 19.066  5.661
SadTalker [61] |19.042 0.606 2.038/2.335 39.308  7.065 14.25 |21.701 0.702 1.995/2.147 14.261  7.414

IP-LAP (63| 19.832 0.627 2.140/2.116 46.502  4.156 17.34 |22.615 0.731
TalkLip (48] 19.492 0.623 1.951/2.204 41.066  5.724 14.00 |22.241 0.730

EAMM |20 18.867 0.610 2.543/2.413 31.268  1.762 31.08 |19.866 0.626 2.910/2.937 41.200 4.445
StyleTalk |31] 21.601 0.714 1.800/1.422 24.774  3.553 63.49 |21.319 0.692 2.324/2.330 17.053  2.629
PD-FGC 47| 21.520 0.686 1.571/1.318 30.240  6.239 44.86 |23.142 0.710 1.626/1.497 25.340 7.171

1.951/1.938 19.281  3.456
/1.937 23.850  1.076

EAT (14 20.007 0.652 1.750/1.668 21.465  7.984 64.40 |22.076 0.719 2.176/1.781 28.759  7.493
EDTalk-A 21.628 0.722 1.537/1.290 17.698 8.115 67.32 |25.156 0.811 1.676/1.315 13.785 7.642
EDTalk-V 22.771 0.769 1.102/1.060 15.548  6.889 68.85 |26.504 0.845 1.197/1.111 13.172  6.732
GT ‘ 1.000 1.000 0.000/0.000 0.000 7.364 79.65 ‘ 1.000 1.000 0.000/0.000 0.000 7.721

Table 1: Quantitative comparisons with state-of-the-art methods.

Comparison Setting. We compare our method with: (a) emotion-agnostic talk-
ing face generation methods: MakeltTalk [66], Wav2Lip [36], Audio2Head [51],
PC-AVS [65], AVCT [52], SadTalker [61], IP-LAP [63], TalkLip [48]. (b) Emo-
tional talking face generation methods: EAMM [20], StyleTalk |31], PD-FGC [47],
EMMN [45], EAT [14], EmoGen [15]. Different from previous work, EDTalk en-
capsulates the entire face generation process without any other sources (e.g.
poses [14},20], 3DMM [31,/57], phoneme [31,52]) and pre-processing operations
during inference, which facilitates the application. We evaluate our model in both
audio-driven setting (EDTalk-A) and video-driven setting (EDTalk-V) w.r.t. (i)
generated video quality using PSNR, SSIM [55] and FID [38]. (ii) audio-visual
synchronization using Landmarks Distances on the Mouth (M-LMD) [6] and the
confidence score of SyncNet [10]. (ii) emotional accuracy using Accem, calculated
by pretrained Emotion-Fan [32] and Landmarks Distances on the Face (F-LMD).
Partial results are moved to supplementary material due to limited space.

4.2 Experimental Results

Quantitative Results. The quantitative results are presented in Tab. [I} where
our EDTalk-A and EDTalk-V achieve the best performance across most met-
rics, except Sync,,, ;. Wav2Lip pretrains their SyncNet discriminator on a large
dataset 1], which might lead the model to prioritize achieving a higher Sync.,¢
over optimizing visual performance. It is evident in the blur mouths generated
by Wav2Lip and inferior M-LMD score to our method.
Qualitative Results. Fig. [ demonstrates comparison of visual results. Talk-
Lip and IP-LAP struggle to generate . Despite elevated
lip-synchronization of SadTalker, they can only produce slight lip motions with
and are also bothered by jitter between frames. StyleHEAT gener-
ates accurate mouth shape driven by Mouth GT video instead of audio but suf-
fers from incorrect head pose and identity loss. This issue also plagues EmoGen,
EAMM and PD-FGC. Besides, EmoGen and EAMM fail to perform the desired
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Fig. 4: Qualitative comparisons with state-of-the-art methods. See full comparison in
supplementary material.

expression. Due to discrete emotion input, EAT cannot synthesize fine-grained
expression like the narrowed eyes performed by expression reference. In the case
of "happy", unexpected closed eyes and weird teeth are observed in EAT and
PD-FGC, respectively. In contrast, both EDTalk-A and EDTalk-V excel in pro-
ducing realistic expressions, precise lip synchronization and correct head poses.

Efficiency analysis. Our approach
is highly efficient in terms of train-
ing time, required data and computa-

tional resources in decoupling spaces. [/ 4 / za 81100 GPUS

In the mouth-pose decoupling stage, / <

we solely utilize the HDTF dataset, 4gn 351 2 moﬁem
containing 15.8 hours of videos, for { T N :
the decoupling. Training with a batch (a) Time (b) Dataset (c) GPU
size of 4 on two 3090 GPUs for DPE PD-FGC EDTalk

4k iterations achieves state-of-the-art
performance, which takes about one
hour. In contrast, DPE is trained
on the VoxCeleb dataset, which com-
prises 351 hours of video, for 100K
iterations initially, then an additional 50K iterations with a batch size of 32 on

Fig. 5: Resources for training.
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8 V100 GPUs, which takes over 2 days. Besides, they need to train two task-
specific generators for expression and pose. Similarly, PD-FGC takes 2 days on
4 Tesla V100 GPUs for lip, and another 2 days on 4 Tesla V100 GPUs
for pose decoupling. It significantly exceeds our computational resources and
training time. In the expression decouple stage, we train our model on MEAD
and HDTF dataset (total 54.8 hours of videos) for 6 hours. On the other hand,
PD-FGC decouples expression space on Voxceleb2 dataset (2400 hours) by dis-
corelation loss for 2 weeks. The visualization in Fig. [§ allows for a more intuitive
comparison of the differences between the different methods concerning required
training time, training data, and computational arithmetic.

4.3 Ablation Study

Latent space. To analyze the contributions of our key designs on obtaining
the disentangled latent spaces, we conduct an ablation study with two variants:
(1) remove base banks (w/o Bank).
(2) remove orthogonal constraint

XA % ) (w/o Orthogonal). Fig. |§| presents
ﬂ our ablation study results on video-
Ful || onyesp  Fun Ful driven and audio-driven settings, re-

____________________________________________ raveis — spectively. Since w/o Bank struggles
to decouple different latent spaces,

EDTalk-V

Only exp Only exp

w/o Bank w/o Orthogonal

Driven T T T ST A W T

..... o Bak only exp fails to extract the emotional
.-- expression. Additionally, without the

1D Source

EDTalk-A

o Visual information stored in banks,
@ the quality of the generated full frame
e o . ravoad  ig poor. Although w/o Orthogonal
improves the image quality through

Fig. 6: Ablation results. vision-rich banks, due to the lack of
orthogonality constraints on the base,
it interferes with different spaces, re-

sulting in less obvious generated emotions. The Full Model achieves the best
performance in both aspects.

5 Conclusion

This paper introduces EDTalk, a novel system designed to efficiently disentan-
gle facial components into latent spaces, enabling fine-grained control for talking
head synthesis. The core insight is to represent each space with orthogonal bases
stored in dedicated banks. We propose an efficient training strategy that au-
tonomously allocates spatial information to each space, eliminating the necessity
for external or prior structures. By integrating these spaces, we enable audio-
driven talking head generation through a lightweight Audio-to-Motion module.
Experiments showcase the superiority of our method in achieving disentangled
and precise control over diverse facial motions. We provide more discussion about
the limitations and ethical considerations in the supplementary material.
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