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This supplementary includes the following items:

— Section[A]demonstrates our DG-PIC’s generalization ability under the leave-
one-domain-out setting.

— Section [B] elaborates on the details and analysis of the hyperparameters on
our DG-PIC. We investigate the impacts of different degrees of the prompt
selection factor A and mask ratio v to verify the effectiveness of our method.

— Section [C] shows more ablation studies of our method, including the pooling
strategies to obtain global features and prototypes.

— Section [D] visualizes the qualitative results of our DG-PIC, including t-SNE
visualization of features from different domains, the differences (i.e., gap)
across domains, and results comparisons with other methods.

A Cross Verification

Following some previous DG methods [4,/10], we adopt the leave-one-domain-
out setting to assess the effectiveness of our method. We designate one dataset
from our benchmark as the target domain and use the remaining datasets as the
source domain. The results for cross-validation are presented in Table[AT] where
we compare our method with PIC [1]. We can see that our method consistently
achieves significantly better results in all cases, showcasing the superiority of our
method. This observation confirms the effectiveness of our method, which has a
strong generalization ability between different domains.
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Table A1l: Cross verification with leave-one-domain-out protocol. The Chamfer Dis-
tance (x107?) serves as the metric for three different tasks.

Methods Target Domain Reconstruction Denoising Registration

PIC . 72.9 80.0 12.7
DG-pIC YMOPINN g 152 58
PIC SeanNet 21.7 49.9 61.0
DG-PIC _ T 73 231 356
PIC 22.6 32.9 10.3
DG-prc  ModeNet 78 190 60
PIC 37.5 39.8 11.8
DG-pIc  ShapeNet 8.5 19.3 10.0

B Hyperparameter Analysis

B.1 Prompt Seletion Factor A

As indicated in Eq. in the manuscript, A serves as the factor governing the
weights assigned to global-level and local-level features when calculating feature
distances. The optimal results, as observed in Table (Upper), are achieved
when A is set to 0.5. This balance in weights enables the model to consider
the dual-level features equally, encompassing both global shape information and
local geometric structure, which facilitates the model’s effectiveness.

B.2 Mask Ratio ~

In addition to employing a high mask ratio in the Masked Point Modeling (MPM)
framework [8] in the manuscript, we also discuss the effect of different mask
ratios on the results. As shown in Table [B2| (Bottom), lower mask ratios during
pre-training diminish the model’s performance on different tasks. In contrast, a
higher mask ratio, such as 0.9, limits visible data excessively, hindering effective
representation. Maintaining an appropriate high mask ratio, i.e., 0.7, similar to
MAE |[3], enables the model to learn hidden features better.

C More Ablation studies

We select max-pooling as it is a typical method for getting global features [5].
Table shows mazx or average pooling for global prototypes leads to similar
results. Local prototype of a patch m € [1, M] is % ZnN:]_ ™ where N is the
sample (point cloud) number in a dataset (domain) and f7* € RE*! is patch m’s
local feature. Global prototype of a point cloud is (5 25:1 maz(F,)) € RO

where F,, = {f™} € RE*M_ Table shows average (above Zf:;l) leads to
better results, as maximize ignores other samples in the dataset.



DG-PIC 3

Table B2: Ablation study results for different hyperparameters. We use the ScanOb-
jectNN dataset as the target domain and the other three as the source domain. We
report the Chamfer Distance (x107%) as the metric for three different tasks.

Models Hyperparameter Reconstruction Denoising Registration
Model A A=0.1 5.2 27.2 6.5
Model B A=0.3 4.8 19.3 6.2
Our Choice A=05 4.1 15.2 5.8
Model C A=0.7 5.1 23.8 6.7
Model D A=09 5.3 29.4 6.4
Model E- y=03 127 349 224
Model F v=0.5 8.5 25.2 13.8
Our Choice v=0.7 4.1 15.2 5.8
Model G v=0.9 10.6 23.9 114
Table C3: Ablation on global features. Table C4: Prototypes estimation.

Pooling  Rec./Den./Reg. Prototypes Rec./Den./Reg.
Avg pool. 4.5/15.0/6.3 Maximize  5.7/19.4/6.5
Max pool. 4.1/15.2/5.8 Average 4.1/15.2/5.8

D Visualization Analysis

D.1 More Visual Comparison

We conduct a comparison with various point cloud learning networks across
three distinct tasks, i.e., reconstruction, denoising, and registration, as depicted
in Figure The results reveal that our method produces visual results closely
resembling the original ground truth. Notably, several common networks, in-
cluding PointNet [5], DGCNN [6] and PCT |2], even for PointCutMix [9], which
incorporates domain generalization, struggle to perform well in the multi-domain
multi-task setting. Additionally, PIC [1], which also utilizes ICL, faces challenges
in the multi-domain setting, leading to suboptimal results. Our method addresses
multi-domain multi-task learning simultaneously, proving effective not only in
overcoming the domain gap through test-time target feature shifting but also in
generalizing multi-tasks through ICL, thereby achieving superior results.

D.2 Visalization of Different Domains

Figure[D2]displays chairs from various domains to demonstrate the domain shifts
across different sources, i.e., well-structured synthetic data like ModelNet40 [7]
v.s. noisy and incomplete real-world data such as ScanObjectNN.

D.3 T-SNE Visualization of Shifting

We visualize the learned features using t-SNE in Figure [D3|to validate the effec-
tiveness of the Test-time target feature shifting. As evident from the comparison
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Reconstruction

Denoising

Registration

Input PointNet DGCNN PCT PointCutMix PIC Ours Ground Truth

Fig. D1: Comparison of three different point cloud understanding tasks between our
DG-PIC and other methods.

ModelNet ShapeNet ScanObjectNN

Fig. D2: Visualization of chairs from different domains.
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with the case without shifting, the shifting operation successfully pulls the fea-
tures of the target samples closer to the source domains that share similarities
with them (illustrated by the red dots scattered within different source domains).
This operation provides the model with more favorable known information, re-
sulting in a more effective outcome.

Source : . ModelNet . ShapeNet . ScanNet Target : . ScanObjectNN

(a) Without target feature shifting (b) With target feature shifting

Fig. D3: T-SNE visualization of features learned by our method. The red dots (indicate
the target samples) are pulled towards various source domains.
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