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Abstract. Recent point cloud understanding research suffers from per-
formance drops on unseen data, due to the distribution shifts across dif-
ferent domains. While recent studies use Domain Generalization (DG)
techniques to mitigate this by learning domain-invariant features, most
are designed for a single task and neglect the potential of testing data.
Despite In-Context Learning (ICL) showcasing multi-task learning capa-
bility, it usually relies on high-quality context-rich data and considers a
single dataset, and has rarely been studied in point cloud understanding.
In this paper, we introduce a novel, practical, multi-domain multi-task
setting, handling multiple domains and multiple tasks within one unified
model for domain generalized point cloud understanding. To this end, we
propose Domain Generalized Point-In-Context Learning (DG-PIC) that
boosts the generalizability across various tasks and domains at testing
time. In particular, we develop dual-level source prototype estimation
that considers both global-level shape contextual and local-level geomet-
rical structures for representing source domains and a dual-level test-time
feature shifting mechanism that leverages both macro-level domain se-
mantic information and micro-level patch positional relationships to pull
the target data closer to the source ones during the testing. Our DG-PIC
does not require any model updates during the testing and can handle
unseen domains and multiple tasks, i.e., point cloud reconstruction, de-
noising, and registration, within one unified model. We also introduce
a benchmark for this new setting. Comprehensive experiments demon-
strate that DG-PIC outperforms state-of-the-art techniques significantly.
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1 Introduction
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Fig. 1: (a-b) Previous train-time DG techniques for point cloud understanding are
typically designed for one task and dedicated to domain-invariant features at training
time while ignoring the contribution of the testing data. (c) In contrast, our DG-PIC
aims at pulling the testing features to the source ones at dual levels to improve the pre-
trained model’s generalizability, which does not require any model updates at testing
time, excelling at the newly proposed multi-domain and multi-task setting.

Recent advancements in 3D point cloud understanding, pioneered by clas-
sical works like [32, 49], have revolutionized 3D vision, facilitating applications
in autonomous driving, robotics, and augmented reality. Despite significant de-
velopment in this line of direction, current methods mainly focus on a single
domain (i.e., training and testing on a single dataset) and have difficulties in
addressing distribution shifts (i.e., training and testing on multiple datasets),
known as the domain gap in point cloud learning. For instance, models trained
on well-structured synthetic data like ModelNet40 [53] may struggle to generalize
to complex and noisy real-world data such as ScanObjectNN [43].

Researchers have attempted to bridge this gap using Domain Adaptation
(DA) techniques, with some studies [44, 62, 68] utilizing generative models to
synthesize diverse training data to improve the model’s adaptability toward tar-
get domains. Nevertheless, these methods still face challenges in handling the
unseen target domains that are infeasible to acquire in the training. Thus, Do-
main Generalization (DG) was introduced for 3D point cloud understanding.
These DG studies [18,39,50] concentrate on learning domain-invariant represen-
tations by training models to be more adaptable to unseen domains. However,
as illustrated in Figure 1, they involve two primary limitations: 1) They are
specifically designed for one task and lack the capacity to handle multiple tasks
simultaneously. 2) They mainly emphasize learning domain-invariant features at
training-time, while neglecting the potential of testing data as valuable resources
in enhancing the generalizability, leading to less-desirable results.

In-Context Learning (ICL) stands out as a crucial technique for multi-task
learning. It trains a single model to perform multiple tasks using contextual in-
formation from input data [22,29,37], applying the adaptive learned knowledge
across various tasks and eliminating the need for distinct models for each dif-
ferent task. However, ICL has been rarely studied in point cloud understanding.
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Point In-Context (PIC) [10], a specific form of ICL on 3D point clouds, aims to
handle multiple point cloud tasks using a unified model. Nonetheless, PIC suffers
from its dependence on input data quality and diversity to provide meaningful
contexts. Also, PIC is constrained to a single dataset, potentially hindering the
model’s ability to generalize across different datasets and perform effectively on
new unseen data deviating significantly from the trained data. As such, while
ICL including PIC present advanced strategies for multi-task learning, they are
intricately tied to the nature of the training data and have limited ability in
mitigating the domain gaps between diverse datasets.

Motivated by the above analysis, we propose a novel setting that is practi-
cal and important in the real world, i.e., handling multiple domains and tasks
within a unified model for point cloud learning. To this end, we introduce an
innovative framework, namely Domain Generalized Point In-Context Learning
(DG-PIC), for point cloud understanding. In particular, we employ PIC during
pre-training to gather rich, generalizable information across all source domains,
creating an off-the-shelf pre-trained model, and introduce test-time DG to en-
hance the model’s generalizability by aligning the unseen target features with
source domains without any model updates during the testing.

Our DG-PIC comprises two key, novel modules. Firstly, we design a dual-
level module to estimate the source prototypes, considering both global-level and
local-level features. This dual-context learning strategy ensures a comprehensive
understanding of the source domain, through capturing rich shape patterns and
fine geometric structure details. Secondly, during testing time, we design the
dual-level feature shifting scheme to push the target data towards the source
domains, leveraging both macro-level domain-aware semantic information and
micro-level patch-aware positional structures. Subsequently, we select the most
similar sample from the nearest source domain to generate the query-prompt
pair. In this manner, our DG-PIC effectively bridges the gap between the source
and target domains without requiring model updates at testing time, and handles
multiple tasks, within a unified model, leading to strong generalization ability
and superior performance in terms of the new multi-domain and multi-task set-
ting. In addition, we introduce a new benchmark for evaluating performance in
this proposed setting. We meticulously select a total of 30, 954 point cloud sam-
ples from 4 distinct datasets, including 2 synthetic datasets (ModelNet40 [53] and
ShapeNet [4]) and 2 real-world datasets (ScanNet [6] and ScanObjectNN [43]),
encompassing 7 same object categories, and generate corresponding ground truth
for 3 different tasks (reconstruction, denoising, and registration).

Our main contributions are summarized as follows:

– We introduce a novel and practical multi-domain multi-task setting in point
cloud understanding and propose the DG-PIC, the first network to handle
multiple domains and tasks within a unified model for test-time domain
generalization in point cloud learning.

– We devise two innovative dual-level modules for DG-PIC, i.e., dual-level
source prototype estimation that considers global-level shape and local-level
geometry information for representing source domain, and the dual-level
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test-time target feature shifting that pushes the target data towards the
source domain space with leveraging macro-level domain information and
micro-level patch relationship information.

– We introduce a new benchmark for the proposed multi-domain and multi-
task setting. Comprehensive experiments show that our DG-PIC achieves
state-of-the-art performance on three different tasks.

2 Related Work

2.1 Point Cloud Understanding

Point cloud learning has become increasingly important in 3D vision [14,15,56].
Pioneering works include PointNet [32], which directly processes point clouds
by learning spatial encodings with pooling operation, and PointNet++ [33],
which employs hierarchical processing to capture local structures at multiple
scales. In addition, DGCNN [49] updates the graph in feature space to capture
dynamic local semantic features, while PCT [12] addresses global context and
dependencies within point clouds using an order-invariant attention mechanism.
Recently, methods like Point-BERT [63] and Point-MAE [30] have revolutionized
point cloud learning by integrating strategies from Natural Language Processing
(NLP). They introduced the Masked Point Modeling (MPM) framework as a pre-
text task for reconstructing masked point clouds, with Point-BERT employing a
BERT-style pre-training approach to enhance performance in downstream tasks
and Point-MAE utilizing masked autoencoders for self-supervised learning to
obtain rich representations without labeled data.

2.2 In-Context Learning

In-Context Learning (ICL) [19, 36, 37, 52, 61], popular in NLP, has significantly
influenced the field of deep learning, particularly with Transformer-based models
like GPT [3] and BERT [7], which enables auto-regressive language models to
infer unseen tasks by conditioning inputs on specific query-prompt pairs, i.e., the
contexts. The principles of ICL, primarily learning from the given data context
without explicit task-specific instructions, have been extended beyond NLP, into
computer vision and 3D data analysis. For instance, SupPR [67] delved into the
importance of in-context examples in enhancing the inference abilities of large-
scale vision models for unseen tasks, presenting a prompt retrieval framework
that automates prompt selection. Painter [46] generalized visual ICL, facilitat-
ing the model to paint an image through various task prompts. In 3D, PIC [10]
investigated the ICL paradigm for enhancing the 3D point cloud understand-
ing, revealing the model’s applicability for conducting multi-tasks concurrently.
Though these methods showcase the generalizability across various tasks to some
extent, they all focus on a single dataset (i.e., single domain), overlooking the
disparities between different domains. In fact, it is common and practical to have
different domains in point cloud learning. This essentially motivates the design of
our method: a unified model for multi-domain, multi-task point cloud learning.
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2.3 Point Cloud Adaptation and Generalization

Domain Adaptation (DA) [11,42,55,57,58,65,66,71–73,77] and Domain Gener-
alization (DG) [23–25, 27, 47, 74–76] are introduced to enhance the adaptability
and generalizability of models across diverse datasets. In point cloud analysis,
DA [1, 21, 38, 40, 59, 78] focuses on transferring knowledge from a labeled source
domain to an unlabeled target domain, often employing unsupervised learning
techniques to tackle challenges posed by the sparse and irregular nature of point
cloud data [8, 16, 41, 48, 51, 60]. PointDAN [34] addressed domain shift among
the local-level geometric structures, while GLRV [9] presented a self-supervised
learning strategy and a pseudo-labeling method for point cloud adaptation. Dif-
ferently, DG [13,28,35,54,70] aims to train models that perform effectively across
various unseen point cloud datasets, thereby enhancing generalizability [20, 45].
SemanticSTF [54] used random data augmentation across geometry styles and
applied contrastive learning to learn general features. DGLSS [17] simulated the
unseen domain during training and built domain-invariant scene-wise class proto-
types. The methods mentioned above typically introduce known target domains
directly during training or mimic them, struggling to handle diverse unseen test
data. In contrast, test-time DG methods [31, 69] shifted testing sample features
to the nearest source domain without additional model updates at test-time,
improving robustness and performance on previously unseen domains. These
advancements are useful in addressing the domain gap between synthetic and
real-world data. However, they are usually task-specific and lack generalization
capabilities on multi-task learning in which a unified network model tackles dif-
ferent tasks. By contrast, we consider both different domains and different tasks.

3 Methodology

We propose a new multi-domain and multi-task setting for test-time domain
generalized point cloud understanding aimed at attaining a universally general-
ized model. As shown in Figure 2, we design an innovative method that accom-
modates both Domain Generalization and Point In-Context Learning, namely
DG-PIC. In DG-PIC, we devise dual-level source prototype estimation and
dual-level test-time feature shifting modules, allowing the pre-trained model to
generalize to unseen domain data by aligning the test data toward the source
ones, without requiring any model updates at testing time. Lastly, we introduce
a new benchmark for evaluating performance in this new setting.

3.1 Revisiting Point In-Context (PIC) Learning Model

PIC is a 3D point cloud In-Context Learning (ICL) procedure inspired by 2D vi-
sual ICL principles. Through the Masked Point Modeling (MPM) framework [63],
point clouds are converted into a sentence-like format, which is then encoded into
tokens. Tokens are then reconstructed to generate diverse task-specific outputs.
In-Context Learning in 3D. During the training, each input sample comprises
two pairs of point clouds: the input point clouds and their corresponding targets
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Fig. 2: The proposed DG-PIC. (a) Pre-training: we select an arbitrary sample from
source domains and form a query-prompt pair with the current one. The point cloud
pairs will tackle the same task. Then, we mask some patches in the target point clouds
randomly through the MPM framework and reconstruct them via the Transformer
model. (b) Testing: we freeze the pre-trained model, and generalize it towards unseen
target sample through two key components: estimating source domain prototypes using
global-level and local-level features, aligning target features with source domains by
considering macro-level semantic information and micro-level positional relationships.
We select the most similar sample from the nearest source as the prompt.

addressing the same task. Following previous works [30,63], PIC [10] employs the
MPM framework, using a Transformer model for masked point cloud reconstruc-
tion. In the inference stage, the input comprises the query point cloud and the
prompt point cloud, while the output point clouds, i.e., the target of the given
task, include the prompt target along with the query masked tokens. Within the
MPM framework, the Transformer generates masked point cloud patches based
on various task prompts, and the corresponding point cloud is derived from a
unified model. Thus, PIC deduces query results for various downstream point
cloud tasks, achieving multi-task objectives through a unified model.
Loss Function. The Chamfer Distance (CD) serves as the training loss, com-
paring the predicted masked patch P with its corresponding ground truth G:

CD(P,G) =
1

|P |
∑
x∈P

min
y∈G

∥x− y∥22 +
1

|G|
∑
y∈G

min
x∈P

∥y − x∥22. (1)

3.2 Multi-Domain in Point In-Context Learning

While PIC investigated the capability of a multi-task generalized model within
a single domain, it remains unexplored for multiple domains. Meanwhile, signif-
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icant differences exist between various data sources, like diverse data distribu-
tions and resolutions, making it challenging for the model to uniformly handle
all different data, and leading to limited generalization ability.

Problem Setting: Test-time DG in PIC. Our innovation lies in test-time
DG for PIC to tackle discrepancies among different domains. During the pre-
training stage, we employ PIC to acquire rich information that is generalizable
across all source domains, treating it as the off-the-shelf pre-trained model. The
test-time DG is to facilitate the model’s generalizability by aligning the unseen
target domain Dt towards source domains Ds that share correlative features
without any model update at testing time. We define {Iq, Ip} ,

{
T k
q , T

k
p

}
as the

input and target point clouds pair, where k represents the task index while q
and p indicate the query and prompt sample, respectively. Suppose we have R
source domains Ds =

{
D1

s , D
2
s , . . . , D

R
s

}
that are available at pre-training stage.

Let ν, τ denote samples from two different domains. In practice, the feature
gap ||Fθ(ν) − Fθ(τ)||, where Fθ(·) is the shared feature encoder parameterized
by θ, calculated by a unified model, might be large, especially when one new
domain serves as the target domain, as the model is unfamiliar with the new
data. Thereby, we aim to minimize performance degradation caused by domain
gaps in the unified model and maximize its potential for testing target data.

Multi-task Setup. ICL requires maintaining the consistency between inputs
and outputs within the same space, i.e., the task involves XYZ coordinate re-
gression. Thus, following PIC [10], we undertake three distinct tasks on the point
cloud, including: 1) Reconstruction, aiming at reconstructing a dense point cloud
from a sparse point set. 2) Denoising, striving to obtain a clear object shape by
removing Gaussian noise from the input point cloud. 3) Registration, focusing
on restoring the original orientation from a randomly rotated point cloud.

Multi-domain Multi-task Benchmark. We propose a new setting, namely,
the multi-domain and multi-task setting. To the best of our knowledge, there are
no available benchmarks for performance evaluation. Therefore, we introduce a
new benchmark wherein we meticulously curate and select data from 4 distinct
datasets (comprising 2 synthetic and 2 real-world datasets) with 7 same object
categories, and generate the corresponding ground truth based on 3 different
tasks. Specifically, for the synthetic datasets, we employ ModelNet40 [53] and
ShapeNet [4], with ModelNet40 choosing 3, 713 samples for training and 686 for
testing, and ShapeNet selecting 15, 001 training samples and 2, 145 testing sam-
ples. As for real-world data, we use ScanNet [6] and ScanObjectNN [43]. ScanNet
provides annotations for individual objects in the real scan 3D scenes, we select
5, 763 samples for training and 1, 677 for testing. ScanObjectNN contains 1, 577
training samples and 392 testing samples, and we merge ‘desk’ and ‘table’ in
the dataset as ‘table’. Following PIC, we normalize both the inputs and targets
to only contain 1, 024 points with XYZ coordinates, and all data are conducted
with various random operations, including rotation, scaling, and perturbation.
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Fig. 3: Illustration of the presented method: (a) Dual-level Source Prototype
Estimation. We estimate the prototype of the source domains at the global and local
levels and consider the feature distance from the target sample to the prototypes at
the dual levels. (b) Dual-level Test-time Target Feature Shifting. We shift the
target feature by considering both macro-level semantic information across all source
domains and micro-level positional relationships within corresponding patches.

3.3 Framework of DG-PIC

Test-time DG should attempt to mitigate the domain gap and shift the testing
data at the testing time to boost the generalizability. Given that 3D point clouds
mainly have global shape information and local geometric structures, i.e., dual-
level features, we propose a novel dual-level source-domain prototype estimation
module along with a dual-level target feature shifting strategy, to enable the
network to generalize to previously unseen target domains.
Multi-domain Prompt Pairing. During the training of PIC, the process be-
gins with selecting another point cloud pair to serve as a prompt, guiding the
model in performing a specific task. Both the prompt point cloud pair and the
query point cloud pair are required to execute the same task. Unlike PIC which
selects a prompt from a single training set (i.e., single domain), we randomly
collect samples from various source domains, reinforcing the correlation between
these domains. Let Trans(·) denote as the Transformer blocks in the MPM
framework, and query point clouds belonging to Di

s as
{
Ii, T

k
i

}
and prompt

point clouds in other domain Dj
s(j ̸= i) as

{
Ij , T

k
j

}
. Then the predicted masked

patch P can be depicted as:

P ∼ (Di
s, D

j
s) = Trans([Fθ(Ii)⊕ Fθ(T

k
i )⊕ Fθ(Ij)⊕ Fθ(T

k
j )],Mask), (2)

where ⊕ represents the concatenate operation that merges all point cloud tokens,
and Mask denotes the masked token utilized to replace the invisible token.
Dual-level Source Prototype Estimation. As for test-time DG, it is essential
to estimate the prototype Z for each source domain. For this estimation, we
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propose to respectively average global and local features across all data within
the domain, as shown in Figure 3 (a). Specifically, we treat the patch-wise tokens
{Fθ(P1), Fθ(P2), . . . , Fθ(PM )} as the local features of each patch Pm (m ∈ [1,M ],
where M is the patch number), which can be derived from the MPM encoder.
Thereby, the local-level prototype Zlocal ∈ RC×M of Di

s is formulated as:

Zi,m
local =

1

NDi
s

NDi
s∑

n=1

Fθ(Pm), m ∈ [1,M ], (3)

where NDi
s

denotes the sample number of Di
s. Following previous work [32], we

use the pooling operation to extract the global feature of the point cloud, and
we can obtain the global-level prototype Zi

global ∈ RC as:

Zi
global =

1

NDi
s

NDi
s∑

n=1

max(Fθ(Pm)), m ∈ [1,M ], (4)

where max indicates the max pooling over the point number channel. We need to
pre-train the model under the multi-domain pairing settings and store all source
prototypes from the final epoch. In this way, we regard the source prototypes as
the shared common information available to the target domain during testing.

Given a test sample It in the target domain Dt, we can obtain its local fea-
tures {Fm

local | Fθ(Pm),m ∈ [1,M ]} along with its global feature Fglobal through
the max pooling. We then calculate the feature Euclidean distances E between
the test sample and each source domain prototype at both global and local levels:

E i
global = ||Fglobal − Zi

global||, i ∈ [1, R],

E i,m
local = ||Fm

local − Zi,m
local||, i ∈ [1, R],m ∈ [1,M ].

(5)

Then, we retrieve the similarities between each source domain and the testing
sample by comparing the global-local feature distances and consider their pro-
totypes Z as anchors to align the testing features closer to the source domains.
Dual-level Test-time Target Feature Shifting. We introduce a macro-level
semantic coefficient α, derived from the domain-aware shape information, i.e.,
the source domain feature similarities Eglobal, to regulate the impact from various
source domains on feature shifting. Since the MPM framework models point
cloud with tokens (i.e., at the patch level), the shifting can be depicted as:

α = softmax(Eglobal), F ′
local =

1

R

R∑
i=1

(αiFlocal + (1− αi)Z
i
local). (6)

To consider the micro-level geometric structure of the point cloud, as illus-
trated in Figure 3 (b), we further propose a patch-aware positional coefficient β
to investigate the feature relationships within point cloud patches from different
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domains at each patch position in 3D space. If two point clouds have high seman-
tic similarity, their corresponding patches occupying the same location should
hold highly similar geometrical structures, even from different domains. For in-
stance, in table point clouds derived from either real scans or synthetic data,
the outer regions typically feature sharper edge structures, whereas the interior
regions consist of surface planes. The designed positional coefficient is dedicated
to aligning the test sample patches towards the source domains located at the
same position, aiming to mitigate the discrepancies between them. Based upon
this, we design the test sample feature shifting as:

βi = softmax(E i
local), F ′

local =
1

R

R∑
i=1

αi(
1

M

M∑
m=1

βi,mFm
local)

+
1

R

R∑
i=1

(1− αi)(
1

M

M∑
m=1

(1− βi,m)Zi,m
local).

(7)

Through shifting, the target data is pulled closer to source domains, facilitat-
ing the model to achieve comparable performance to that observed on sources.
Test-time Prompt Selection. Upon computing the feature distances at both
global and local levels between the test sample and each source domain, we can
simply identify the closest source domain Dt

s by:

E i = λ · E i
global + (1− λ) · 1

M

M∑
m=1

E i,m
local, (8)

where λ, default to 0.5, serves as a balancing factor for adjusting the two parts
in the equation. Therefore, the most similar sample

{
Is, T

k
s

}
within this source

domain can be easily identified through feature distance. This similarity usually
manifests similar global shapes or local geometrical structures. We select this
sample as the prompt for the current test data, and thus the patch (forms the
query output) predicted by the MPM framework can be represented by:

P ∼ (It, D
t
s) = Trans(F ′

local ⊕Mask ⊕ Fθ(Is)⊕ Fθ(T
k
s )). (9)

In this manner, the divergence between the source-target domain can be
mitigated by leveraging the source prototype at test-time, considering both the
point cloud low-level feature and high-level task aspects. Our DG-PIC is a unified
multi-domain and multi-task model for point cloud learning. In contrast, existing
methods rely solely on source data or focus on a single task, often demonstrating
poor generalization in this practical multi-domain and multi-task setting.

4 Experiments

4.1 Experimental Setting

We implement our method using PyTorch and conduct experiments on two TI-
TAN RTX GPUs. Following PIC [10], we set the training batch size to 128 and
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utilize AdamW optimizer [26]. The learning rate is set to 0.001, with the cosine
learning scheduler and a weight decay of 0.05. All models are trained for 300
epochs. We sample each point cloud to 1, 024 points and split it into G = 64
point patches, and each patch has 32 points. We set the mask ratio to 0.7, which
is similar to previous works [30,63].

4.2 Baseline and Comparison Methods

Since there exists no prior work on point cloud understanding in terms of
multi-domain multi-task learning, we reproduce some state-of-the-art point cloud
learning methods and DG techniques based on the following three schemes.
In-Context Learning Models. While ICL [2,37] handles multi-task learning,
it lacks the capability to tackle multi-domain generalization. In comparison, we
compile the source domains in our benchmark into an extensive dataset, serving
as the training set for PIC. Subsequently, we transfer the trained model to the
target domain for inference, thus realizing multi-domain learning. Similar to
PIC [10], we consider the baseline methods that utilize the prompt target point
cloud as its prediction and the same training settings as PIC.
Task-specific Models. We select 7 representative methods, PointNet [32],
PointNet++ [33], DGCNN [49], PCT [12], Point-MAE [30], Pointmixup [5], and
PointCutMix [64] and implement them for multi-task multi-domain learning. In
this setting, these methods share a backbone network while having independent
task-specific heads designed for different tasks. Aligning with our method, we
replicate the augmentation-based methods Pointmixup and PointCutMix as a
DG model, where each sample is mixed with another random source domain.
Multi-task Models. For a fair comparison, we also designed a multi-task model
for the 5 above-mentioned methods, i.e., utilizing a shared backbone network
and head to simultaneously learn all 3 tasks.

4.3 Main Results

Table 1 presents comprehensive experimental results for our DG-PIC model and
other methods across diverse tasks on the novel benchmark we introduced, in-
cluding reconstruction, denoising, and registration. As we can see, our method
demonstrates remarkable performance on different tasks, outperforming all com-
pared methods. Moreover, multi-domain also brings new challenges to the model’s
generalization ability, but our unified model can fulfill this without requiring ad-
ditional training. As shown in Figure 4, we visualize the results of our DG-PIC
model, from which we can find that our model can generate quality predictions of
the unseen target domain by employing distinct prompts from its closest source
domain among 3 different tasks. In this section, we adopt the ScanObjectNN
dataset as the target domain unless otherwise stated.
Comparison to Conventional Methods. Several conventional point cloud
learning methods, such as PointNet [32], DGCNN [49], and PCT [12], often
struggle with achieving generalization. Despite incorporating individual heads
for these methods to suit diverse tasks (i.e., task-specific scheme), our method
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Table 1: Comparison of three training schemes with three point cloud tasks on our
benchmark. Each model is trained on other source domains and tested on the target do-
main ScanObjectNN. ‘Fully Supervised’: the model is supervised by the corresponding
ground truth without incorporating any generalization strategy. We use the Chamfer
Distance (×10−3) as the metric. (The lower value indicates a better performance).

Methods Venue Setting Recon. Denoi. Regis.
Task-specific Models

PointNet [32] CVPR 2017 Fully Supervised Learning 41.1 41.9 43.5
PointNet++ [33] NeurIPS 2017 Fully Supervised Learning 40.3 38.5 41.9
DGCNN [49] TOG 2019 Fully Supervised Learning 39.0 37.9 39.8
PCT [12] CVM 2021 Fully Supervised Learning 30.8 35.8 32.5
Point-MAE [30] ECCV 2022 Fully Supervised Learning 30.4 36.0 31.2
Pointmixup [5] ECCV 2020 Train-time Domain Generalization 40.5 42.3 41.7
PointCutMix [64] Neuro. 2022 Train-time Domain Generalization 44.8 43.5 41.3

Multi-task Models
PointNet [32] CVPR 2017 Fully Supervised Learning 41.3 43.6 45.6
PointNet++ [33] NeurIPS 2017 Fully Supervised Learning 40.9 39.6 43.2
DGCNN [49] TOG 2019 Fully Supervised Learning 40.7 38.2 41.6
PCT [12] CVM 2021 Fully Supervised Learning 31.5 36.5 34.9
Point-MAE [30] ECCV 2022 Fully Supervised Learning 30.7 36.3 31.0
Pointmixup [5] ECCV 2020 Train-time Domain Generalization 40.9 44.2 43.0
PointCutMix [64] Neuro. 2022 Train-time Domain Generalization 45.9 47.5 43.6

In-Context Learning Models
Baseline Fully Supervised Learning 156.2 127.1 83.6
PIC [10] NeurIPS 2023 Fully Supervised Learning 72.9 80.0 12.7
Our DG-PIC ECCV 2024 Test-time Domain Generalization 4.1 15.2 5.8
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Fig. 4: Visualization results of our DG-PIC and their corresponding targets (de-
noted as ground truth) under 3 different tasks, including reconstruction, denoising, and
registration. The real-world dataset ScanObjectNN serves as the target domain.
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consistently outperforms them across all tasks. They exhibit inferior performance
with a shared network in a multi-task scheme. Our method is characterized as a
fully unified model, capable of overcoming domain gaps through the multi-task
in-context learning setting. Notably, these selected models suffer from significant
performance drops when applying to the new dataset, demonstrating the supe-
riority and better generalization capacity of our method. This is mainly due to
our proposed test-time DG feature shifting module and ICL strategy.
Comparison to DG Methods. We compare our DGPIC with a widely-used
DG strategy, specifically the mix strategy. We adopt representative works Point-
mixup [5] and PointCutMix [64], by employing mixing data from various source
domains during training. However, as shown in Table 1, these methods usually
explore generalization between domains while overlooking task-specific differ-
ences, as indicated by the consistently high Chamfer Distance results with min-
imal variance across all tasks. This shows the limitation of relying solely on DG
and proves insufficient for addressing multi-domain multi-task scenarios.
Comparison to ICL Method. ICL methods such as PIC [10] are effective
for multi-task scenarios using a unified model but struggle with generalization
across different domains. They perform poorly when faced with unseen data,
failing to perform the specified task with the provided prompt in existing source
domains. In contrast, our proposed test-time DG module effectively addresses
this difficulty by aligning the test data features with familiar source domains. In
addition, utilizing the most similar source sample as the prompt pair effectively
mitigates the gap between the source and target. This enables our unified model
to enjoy multi-domain generalizability.
Please refer to the supplementary for more results.

4.4 Ablation Studies

Our two novel dual-level modules, i.e., global-local source prototype estimation
and macro-micro target feature shifting, are pivotal for aligning the test data fea-
ture toward the source domains. To verify the effectiveness of these components,
we conduct the ablation studies, and the results are shown in Table 2.
Prototype Estimation: Global-Local Levels. We consider both global and
local prototypes when calculating the distance from the target sample to the
source domain, allowing our model to understand sample data comprehensively
by considering both global shape information and local geometric structure. We
first take the prototype estimation out of our dual-level design by adopting a
straightforward averaged shifting approach to align the target feature towards
only one domain (Models A-D). We determine the anchor source by measuring
the feature distance from the target sample to each source domain prototype.
An intuitive alternative would involve randomly selecting the anchor domain. As
depicted in Table 2 (Model A), the random feature shift may result in ambiguous
features, leading to the loss of significant features inherent in the test sample
and consequently yielding inferior results. We also compare results using only
the global or local features and find that incorporating both global and local
levels captures richer features, leading to superior results.
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Anchor Source Domains: One or All? We observe that pushing the tar-
get sample towards only one nearest anchor source domain may result in less
abundant source domain information within the model. Consequently, we delve
into the superior option of shifting target samples towards all source domains
to comprehensively maximize the model’s generalizability. As shown in Table 2
(Models D and E), aligning target samples to all source domains leads to only a
marginal improvement. We attribute this to the fact that equally pulling target
sample features towards all prototypes tends to flatten features across all test
data, potentially leading to less discriminative features for the test sample. By
contrast, our dual-level target feature shifting mechanism enables the model to
mimic prior information about new test samples, achieving much better results.
Feature Shifting: Macro-Micro Levels. To distinguish the degree of contri-
butions from different source domains in feature shifting, as shown in Eq. (7),
we implicitly utilize the feature similarity between the target samples and the
global-local prototype of each source domain, allowing the model to derive infor-
mative coefficients that facilitate shifting. The comparison in Table 2 (Models
E-G and ours) manifests that incorporating semantic information among all do-
mains at the macro-level and considering the positional relationships of the point
cloud patches at the micro-level both contribute to the final model, assisting in
alleviating the domain discrepancy between sources and targets.

Table 2: Ablations on dual-level prototype estimation and test-time feature shifting.

Models Prototype → Shifting Anchors Recon. Denoi. Regis.
Model A random → average one domain 8.4 40.5 6.7
Model B only global → average one domain 7.2 38.3 6.4
Model C only local → average one domain 7.3 36.7 6.7
Model D global-local → average one domain 6.8 35.1 6.2
Model E global-local → average all domains 6.3 32.4 6.5
Model F global-local → only macro all domains 5.2 22.7 6.0
Model G global-local → only micro all domains 4.9 25.6 6.2
Our choice global-local → macro-micro all domains 4.1 15.2 5.8

5 Conclusion

In this paper, we introduce the multi-domain multi-task setting that handles
multiple domains and tasks within a unified model. We propose Domain Gener-
alized Point-In-Context (DG-PIC), boosting the generalizability across different
domains and tasks. Specifically, we devise dual-level source prototype estimation,
capturing global and local-level features to comprehensively represent source do-
mains, and a dual-level test-time feature shifting strategy that aligns target data
with source domains at both macro and micro-level during testing. Extensive ex-
periments demonstrate that DG-PIC outperforms state-of-the-art techniques.
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