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In this supplementary document, we provide further insights, experiments
and analyses. First, in Sec. 1 we describe the tasks and their associated prompts
used in UMBRAE and in Sec. 2 describe the BrainHub benchmark construction.
We then report in Sec. 3 additional experiments to showcase the superiority of
UMBRAE on all tasks, and extend our ablation and analyses in Sec. 4. Finally,
in Sec. 5, we discuss the method limitations and potential negative impacts.

1 UMBRAE: Tasks and Example Prompts

Our method inherits multimodal understanding capabilities of MLLMs, enabling
the switch between different tasks through the use of various task prompts. Taking
Shikra [4] as an example, we excerpts the task prompts used during their training
process in Tab. 1. Three prompts for each task are randomly selected to provide
readers an intuitive understanding. During inference, users are not constrained to
these predefined formats and are free to frame their queries in natural language,
allowing for a broad spectrum of diverse and compelling task formats.

It should be noted that our method is compatible with nearly all tasks featured
in Shikra [4] and LLaVA [13], with the exception of tasks that necessitate initially
locating an object or scene as inputs, such as grounding captioning and referring
expression generation. Importantly, note that although the term ‘image’ is used
in the prompts we do not utilize images as input in our brain understanding tasks.
The reference images are only used for visualization purposes. In practice, the
prompt embedding will be concatenated with the brain features predicted from
our brain encoder, utilizing brain signals as inputs. We report detailed results for
each task of Tab. 1 later in Sec. 3.

2 Details on BrainHub

Our multimodal brain understanding benchmark, coined BrainHub, extends
the popular NSD [1] using COCO [12] annotations. Here, we first describe
NSD (Sec. 2.1) and then elaborate the construction of BrainHub (Sec. 2.2).

2.1 Natural Scenes Dataset

Natural Scenes Dataset [1] (NSD) stands as the largest publicly accessible fMRI
dataset. It encompasses brain activity recordings from 8 subjects (participants)
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Table 1: Supported Task Prompts. The tags <image>, <question>, and <expr>
are placeholders, representing input images, questions in QA tasks, and expressions in
the REC task. During inference, users are free to create diverse task formats according to
actual needs. Q, A, C, and CBox denote the Question, Answer, Chain of thoughts (CoT),
and CoT with Box. CoT is delivering an answer along with the reasoning process. ‘Box’
denotes coordinates of bounding boxes.

Task Three randomly chosen examples from hundreds.

Captioning
Describe this image <image> as simply as possible.
What is the content of the image <image>? Please answer in short sentences.
Summarize the content of the photo <image>.

REC
In the given <image>, could you find and tell me the coordinates of <expr>?
I need the coordinates of <expr> in <image>, can you please assist me with that?
Locate <expr> in <image> and provide its coordinates, please.

Spotting Cap.
Can you provide a description of the image <image> and include the coordinates [x0,y0,x1,y1] for each mentioned object?
Please explain what’s happening in the photo <image> and give coordinates [xmin,ymin,xmax,ymax] for the items you reference.
How would you describe the contents of the image <image>? Please provide the positions of mentioned objects in square brackets.

Q → A
I want to know the answer to ‘<question>’ Refer to the image <image> and give a clear response.
Answer this question directly after referring to the image <image>: <question>
Examine the image <image> and provide a brief answer for ‘<question>’

Q → CA
Having a look at image <image>, can you tell me the answer to my question ’<question>’ and the logic leading to it?
Please answer the following question ’<question>’ based on the image <image>, and describe your thought process
Upon analyzing the image <image>, please find the answer to my question ’<question>’ and provide a detailed explanation.

Q→ CBoxA
<question> Please offer your reasoning process, and provide bounding boxes of mentioned objects within square brackets. Here is the picture <image>
Please explain your reasoning and provide bounding boxes, denoted by square brackets, for the objects mentioned in the picture <image>. <question>
Consider <image>, and then provide a well-reasoned answer to ’<question>’ Don’t forget to mark relevant object locations using [x0,y0,x1,y1].

who viewed images passively for up to 40 hours inside an MRI machine. Each
image was displayed for three seconds and repeated three times across 30-40
scanning sessions, yielding 22,000–30,000 fMRI response trials per subject.

Following recent studies, we utilize the four subjects who finished all scanning
sessions, that is: S1, S2, S5, and S7. As in [20, 22, 25], we utilize preprocessed
voxels corresponding to the ‘nsdgeneral’ brain region. The latter region, described
by the NSD authors, comprises the subset of voxels in the posterior cortex most
responsive to the presented visual stimuli. In the training set for each subject,
there are 8,859 images and 24,980 fMRI trials (with each image tested up to
three times). We compute the average response as per previous studies [20]. The
test set comprises an additional 982 images and 2,770 fMRI trials common across
four individuals. Importantly, all images used during the fMRI recordings are
from the COCO [12] dataset, which we conveniently use to retrieve the original
COCO labels to construct our BrainHub benchmark.

2.2 Benchmark Construction

BrainHub extends NSD [1] for the four subjects who finished all scanning sessions
(S1, S2, S5, and S7). Tab. 2 outlines the characteristics of the benchmark.
Each image viewed by the subject contains several captions and may include
multiple bounding boxes (instances) of each class. According to their salience in
images [24], we group the 80 classes of COCO into 4 salience categories: Salient,
Salient Creatures, Salient Objects, and Inconspicuous. Note that ‘Salient’ is the
combination of Salient Creatures and Objects. Fig. 1 shows the statistics and
mapping of our categories, w.r.t. COCO classes. The inconspicuous (I) category
accounts for the largest proportion, while the salient objects (SO) and creatures
(SC) are roughly even. The classes within each category exhibit significant
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imbalance; for instance, the number of instances for the ‘person’ class stands out
in the salient category.

Table 2: BrainHub Details. The test set characteristics include the number of images,
voxels, captions, bounding boxes, regions of interest (ROIs) in the fMRI data, subject
references, and their corresponding dimensions.

Images Classes Captions Bounding boxes ROIs Subject Dimension

982 80 4,913 5,829
V1, V2, V3, hV4,
VO, PHC, MT,
MST, LO, IPS

S1 15,724
S2 14,278
S5 13,039
S7 12,682

(a) Statistics.

Category COCO classes (# of classes)

A S + I (80)
S SC + SO (28)

SC person, bird, cat, dog, horse, sheep, cow, elephant, bear, zebra, giraffe (11)
SO bicycle, car, motorcycle, airplane, bus, train, truck, boat, bench, chair, couch, bed,

dining table, toilet, sink, refrigerator, clock (17)
I traffic light, fire hydrant, stop sign, parking meter, backpack, umbrella, handbag,

tie, suitcase, frisbee, skis, snowboard, sports ball, kite, baseball bat, baseball glove,
skateboard, surfboard, tennis racket, bottle, wine glass, cup, fork, knife, spoon, bowl,
banana, apple, sandwich, orange, broccoli, carrot, hot dog, pizza, donut, cake, potted
plant, tv, laptop, mouse, remote, keyboard, cell phone, microwave, oven, toaster, book,
vase, scissors, teddy bear, hair drier, toothbrush (52)

(b) Mapping between categories and COCO classes.

Fig. 1: BrainHub Statistics. We illustrate the statistics in (a) and the mapping
relationships in (b) for the categories ontology used in BrainHub, w.r.t. to the original
COCO classes. Please zoom in (a) for details.

3 Additional Experiments

3.1 Brain Captioning

More Results for S1. In addition to the quantitative evaluation of brain
captioning on S1 reported in the main paper, we report a few qualitative compar-
ison in Fig. 2. As shown, SDRecon [22] often produces incoherent and irrelevant



4 W. Xia et al.

descriptions, consistent with the lowest fluency and relevance metrics in the quan-
titative evaluation results. OneLLM [7] provides complete and coherent responses,
but typically diverges from the content in the reference visual stimuli, exhibiting
the lowest CLIP similarity scores [8] (CLIP-S and RefCLIP-S). BrainCap [6]
yields better results compared to the above two methods, with fluency not being
an issue but encountering challenges in content similarity with the reference.

Both of our methods, UMBRAE and UMBRAE-S1, yield results with the
most fluent and relevant descriptions. Here, ‘UMBRAE-Sx’ refers to our model
trained with a single subject only and ‘UMBRAE’ is the unified brain decoding
model with cross-subject training. When other methods fail to provide accurate
descriptions, ours can accurately describe the scenes, such as parasailing, lake,
mountain in row 1; building with clock tower in row 2; bird on a tree branch in
row 5, skiing in the last row. Besides, baselines tend to provide approximate
descriptions in contradiction to our method, such as for giraffe in row 3, sheep in
row 6 (note UMBRAE even provides accurate counts), living room in the second
last. Importantly, note that unlike the brain captioning SOTAs [6,7,14,22], we
do not use any ground truth captions during the training of the brain encoder.

Results for S2, S5, S7. Tab. 3 shows the brain captioning results on S2, S5,
S7. We compare our single-subject model UMBRAE-Sx and cross-subject model
UMBRAE with two state-of-the-art methods SDRecon [22] and BrainCap [6].
Results for other subjects in OneLLM [7] and UniBrain [14] are unavailable:
OneLLM [7] solely trains with S1, and UniBrain [14] has not been open-sourced,
with no reported results for other subjects. The results on S2, S5, and S7 show
consistent performance with those presented for S1 in the main paper. Remarkably,
in all metrics and subjects, our methods perform better than the baselines [6,22].
The models using cross-subject training (UMBRAE) also generally perform better
than those trained on a single subject (UMBRAE-Sx).
Subject Comparison. Fig. 3 shows brain captioning results on different
subjects. The first lines are ground truth captions from COCO [12] for comparison.
When an image comes with multiple ground truth captions, we always select the
one. The second lines display the results from Shikra [4] using images as input,
which can be seen as an approximate upper bound of performance for our method.
Our method shares the same adapter and the finetuned LLM with Shikra in
most experiments, but uses a different encoder (brain encoder instead of image
encoder) and input modality (brain response instead of image). The following
lines show the results for different subjects (S1, S2, S5, and S7). Results for these
subjects are all from a single UMBRAE model with subject-specific training
using only the brain responses as input. Our method achieves comparable quality
and relevance even when compared to ground truth, or the image captioning
method using images as input.

3.2 Brain Grounding

Results of acc@0.3 and acc@0.7 on different subject (S1, S2, S5, and S7) and
different categories (A, S, SC, SO, and I) are reported in Tab. 4. Results of
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Image
(for reference only)

Brain captioning

SDRecon [22] the sea with some trees in the fore, and mountains in the distance are red
BrainCap [6] a person is standing on a beach with a snowboard.
OneLLM [7] A group of people gathered on the beach flying kites.
UMBRAE-S1 A group of people riding boards on top of a beach.
UMBRAE A person is parasailing on a lake with mountains in the distance.

SDRecon [22] the city of london from an perspective
BrainCap [6] a corner of a building with a train station.
OneLLM [7] A kitchen is seen through an open door.
UMBRAE-S1 A large building with a clock tower on top.
UMBRAE A large building with a clock tower on top.

SDRecon [22] some animals in the wild area near to wildlife world
BrainCap [6] a large area of grass.
OneLLM [7] A man standing on a snowy slope skiing.
UMBRAE-S1 A giraffe is standing in a grassy field.
UMBRAE A giraffe is standing in a grassy field.

SDRecon [22] a beach with rocks on the shore and ocean
BrainCap [6] a large body of water with some birds on it.
OneLLM [7] A foggy day in San Francisco with a bus and a streetlamp.
UMBRAE-S1 A group of birds standing on top of a sandy beach.
UMBRAE A flock of birds standing on a body of water.

SDRecon [22] some of the amazingly colorful african animals, the only because its natural habitat is
BrainCap [6] a close up of a person with a ball
OneLLM [7] A black and white sheep standing next to a green bush.
UMBRAE-S1 A small bird is sitting on a tree branch.
UMBRAE A bird is sitting on the branches of a tree.

SDRecon [22] an abandoned house and two of her babies
BrainCap [6] a couple of animals that are in the grass.
OneLLM [7] A group of three sheep standing next to each other.
UMBRAE-S1 Three sheep standing next to each other on a grassy field.
UMBRAE Three sheep standing near each other in a field.

SDRecon [22] an empty room with couch in it
BrainCap [6] a room with a large window and a sink.
OneLLM [7] A large silver bed sitting in a room.
UMBRAE-S1 A living room filled with furniture and a large window.
UMBRAE A living room filled with furniture and a large window.

SDRecon [22] a man on a motorcycle riding across the ocean while another man standing on a ramp
BrainCap [6] a group of people on a field with a dog.
OneLLM [7] A man talking on a cell phone while skiing.
UMBRAE-S1 A group of people riding skis on top of a snow covered slope.
UMBRAE A group of people riding skis on top of a snow covered slope.

Fig. 2: Brain Captioning Comparison on S1. Baselines for S1 include SDRecon [22],
BrainCap [6], and OneLLM [7]. ‘UMBRAE-S1’ refers to our model trained only with
subject S1, while ‘UMBRAE’ denotes the model with cross-subject training.
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Table 3: Brain Captioning. ‘UMBRAE-Sx’ refers to our model trained with a single
subject only, while UMBRAE’ denotes the model with cross-subject training. The results
of S1 have been presented in the main paper and are listed here for completeness. The
colors represent the best , second-best , and third-best performance. Note that both
our models are consistently surpassing the baselines and, furthermore, our cross-subject
model (UMBRAE) is almost always better than its single-subject counterpart.

Method Eval BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE CIDEr SPICE CLIP-S RefCLIP-S

SDRecon [21]

S1

36.21 17.11 7.72 3.43 10.03 25.13 13.83 5.02 61.07 66.36
BrainCap [6] 55.96 36.21 22.70 14.51 16.68 40.69 41.30 9.06 64.31 69.90
UMBRAE-S1 57.63 38.02 25.00 16.76 18.41 42.15 51.93 11.83 66.44 72.12
UMBRAE 59.44 40.48 27.66 19.03 19.45 43.71 61.06 12.79 67.78 73.54

SDRecon [22]

S2

34.71 15.87 6.72 3.02 9.60 24.22 13.38 4.58 59.52 65.30
BrainCap [6] 53.80 34.16 20.86 13.03 15.90 39.96 35.60 8.47 62.48 68.19
UMBRAE-S2 57.18 37.76 25.06 17.18 18.11 41.85 50.62 11.50 64.87 71.06
UMBRAE 59.37 40.47 27.14 18.41 19.17 43.86 55.93 12.08 66.46 72.36

SDRecon [22]

S5

34.96 16.39 7.36 3.49 9.93 24.77 13.85 5.19 60.83 66.30
BrainCap [6] 55.28 35.71 22.62 14.62 16.45 40.87 41.05 9.24 63.89 69.64
UMBRAE-S5 58.99 39.88 27.03 18.73 19.04 43.30 57.09 12.70 66.48 72.69
UMBRAE 60.36 41.27 27.92 19.03 20.04 44.81 61.32 13.19 68.39 74.11

SDRecon [22]

S7

34.99 16.10 7.06 3.26 9.54 24.33 13.01 4.74 58.68 64.59
BrainCap [6] 54.25 34.47 21.67 14.00 15.94 40.02 37.49 8.57 62.52 68.48
UMBRAE-S7 55.71 36.24 23.62 15.75 17.51 40.64 47.07 11.26 63.66 70.09
UMBRAE 57.20 38.30 25.49 17.13 18.29 42.16 52.73 11.63 65.90 71.83

acc@0.5 are reported in the main paper. The IoU values remain consistent with
those presented in the main paper.

Generally, the cross-subject model outperforms the single-subject models.
These results are obtained using the grounding prompt ‘Locate <expr> in
<image> and provide its coordinates, please.’, where <expr> is the ex-
pression. In practice, to obrain the evaluation results shown in Tab. 4, we assume
there are several ‘known’ concepts (<expr>) in the given image and formulate
the task as detecting queried objects and returning their coordinates. This is
known as the REC task in MLLMs. The example supported task prompts are
shown in the second row of Tab. 1.

Brain Grounding without Priors. Interestingly, our method can also
provide descriptions and coordinates for brain signals without ‘prior knowledge’
of their contents. This task is referred to as ‘Spotting Captioning’ in [4], but
it is a grounding-related task, as the primary goal is to describe the image
(brain responses in our case) and identify the mentioned objects or regions
using points or boxes. In addition to the prompts shown in Tab. 1, we can also
utilize a wide range of instructions such as ‘Please interpret this image and
give coordinates [x1,y1,x2,y2] for each object you mention’ and ‘Provide
a detailed description of the image using around 100-500 words, including
the objects, attributes, and spatial locations depicted in the picture’.
The qualitative results of brain grounding, using various task prompts and
across different subjects, are provided in Fig. 4 and Fig. 5, respectively. The
bounding boxes are outputted as text responses, and we visualize the outputs in
the reference images. The tags <expr> in the REC prompt are depicted in the
corresponding reference images with color. The concepts and coordinates in the
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Image
(for reference only)

Brain captioning

COCO [12] A bathroom with a vanity mirror sitting above a toilet next to a bathtub.
Shikra-w/img [4] A bathroom with a toilet, sink and a television.
S1 A bathroom with a toilet, sink and mirror.
S2 A bathroom with a sink, mirror and toilet.
S5 A kitchen with a stove, sink, and cabinets
S7 A bathroom with a toilet, sink and bathtub.

COCO [12] A picture of a cat and some luggage.
Shikra-w/img [4] A cat sitting on a suitcase with clothes on a table.
S1 A cat is sitting on top of a closed suitcase.
S2 A cat is laying down on a soft surface.
S5 A cat is laying on top of a bed.
S7 A cat laying on top of a bed in a room.

COCO [12] A large field of grass with sheep grazing on the land.
Shikra-w/img [4] A herd of sheep graze in a lush green field.
S1 A large mountain range filled with lots of trees.
S2 The image shows a great wilderness of mountains.
S5 A large mountain range is shown with a sky in the background.
S7 A large field with a mountain range in the background.

COCO [12] A man riding a snowboard down a hill.
Shikra-w/img [4] A skier is going down a snowy hill.
S1 A person in a ski outfit skiing down a slope.
S2 A man riding a surfboard on top of a wave.
S5 A person on skis is skiing on a snowy slope.
S7 A person riding a snowboard on top of a snow covered slope.

COCO [12] Double decker bus on the street next to buildings.
Shikra-w/img [4] A double decker bus is parked outside a building.
S1 A transit bus riding down a street with buildings around.
S2 A passenger bus that is driving down the street.
S5 A large bus is traveling down the street.
S7 A bus driving down the street near another bus.

COCO [12] A person holding a tennis racket in their hand.
Shikra-w/img [4] A young man in an orange shirt playing tennis.
S1 A woman holding a tennis racquet on top of a tennis court.
S2 A woman holding a tennis racket on a tennis court.
S5 A woman standing on a tennis court holding a racket.
S7 A man holding a tennis racquet on a tennis court.

Fig. 3: Brain Captioning Results on Different Subjects. ‘COCO’ is the ground
truth caption in the COCO dataset [12]. We excerpt the first caption if there are
multiple captions for the same image. Shikra-w/img [4] is the result using the ground
truth images as input. Results for all four subjects (S1, S2, S5, and S7) are from our
cross-subject UMBRAE model.
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Table 4: Brain Grounding Results of acc@0.3 and acc@0.7 on Different
Subjects. The accuracy with threshold m is abbreviated as acc@m. The IoU values
remain consistent with those presented in the main paper, corresponding to each subject
and category. ‘UMBRAE-Sx’ refers to our model trained with a single subject only,
while ‘UMBRAE’ denotes the model with cross-subject training. Results of acc@0.5 are
reported in the main paper. The best results per subject is in color .

Method Eval All (A) Salient (S) Salient Creatures (SC) Salient Objects (SO) Inconspicuous (I)
acc@0.3 acc@0.7 acc@0.3 acc@0.7 acc@0.3 acc@0.7 acc@0.3 acc@0.7 acc@0.3 acc@0.7

UMBRAE-S1 S1 24.22 5.75 36.26 9.08 43.71 10.00 28.15 8.09 9.20 1.58
UMBRAE 30.47 8.47 44.45 13.55 55.86 16.14 32.04 10.73 13.01 2.14

UMBRAE-S2 S2 26.00 6.53 39.09 10.35 47.43 11.43 30.02 9.18 9.67 1.77
UMBRAE 29.60 7.94 42.96 12.58 55.14 16.00 29.70 8.86 12.92 2.14

UMBRAE-S5 S5 26.04 5.99 39.09 9.23 45.57 9.14 32.04 9.33 9.76 1.95
UMBRAE 30.05 7.28 44.75 11.47 56.14 14.29 32.35 8.40 11.71 2.04

UMBRAE-S7 S7 25.47 5.21 37.97 8.12 46.43 7.86 28.77 8.40 9.85 1.58
UMBRAE 28.32 7.03 42.07 10.80 53.14 12.86 30.02 8.55 11.15 2.32

responses of the Spotting Captioning task are depicted using the same color as
the bounding box color in the visualizations.

3.3 Brain Retrieval

Fig. 6 shows the forward and backward retrieval results using MindEye [20] and
our UMBRAE. The images displayed in the top row are the reference image and
the top 5 retrieval images obtained from the forward retrieval [11]. This process
is to find the correct paired CLIP image embedding given a brain embedding.
Similarly, the bottom row are the reference image and the top 5 retrieval images
obtained from the backward retrieval process, which aims to locate the correct
brain embedding given an image embedding.

3.4 Visual Decoding

Despite that our method is not specifically designed for the task of visual decoding
(fMRI-to-image reconstruction), our predicted textual and visual cues can be used
for the final image reconstruction by using a variety of pretrained image generation
models. To be specific, we use three text-to-image models SD [19], SD-XL [17] and
Kandinsky [2], a layout-to-image model GlIGEN [10], and a multiple-condition
model Versatile Diffusion (VD) [26]. The quantitative evaluation results are
in Tab. 5. Besides the common visual decoding metrics [15], we further evaluate
the image quality using FID [9] and Clean-FID (CFID) [16], as well as the image
similarity using LPIPS [27]. The qualitative comparison is illustrated in Fig. 8.

Given that our method is VD-based [26], we further analyze the effects of
its inputs, as shown in the last three rows in Tab. 5. For the dual context mode
(generating an image conditioned on both text and image) of VD [26], three parts
can be used as inputs for the visual decoding task: the input text (t), the input
image (i), and a latent code z that can either be encoded from a given image or
randomly sampled. We test the upper limits of performance for different inputs.
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Referring Expression Comprehension

“Locate <expr> in <image> and provide its coordinates, please”

Spotting Captioning

A giraffe [0.300,0.262,0.746,0.670] 
is standing in a grassy field 
[0.002,0.400,0.998,0.998] with 
trees [0.000,0.000,0.998,0.498] in 
the background.

“Please interpret this image and give coordinates 
[x1,y1,x2,y2] for each object you mention.”

cat train airplane motorcycle

stop sign clock horse mouse

bear cup zebra elephant

person tie skateboard person

person snowboard umbrella person

person skateboard personmotorcycle

person surfboard baseball glove person

A closeup of a fire hydrant 
[0.382,0.082,0.672,0.792].

Two zebras 
[0.014,0.344,0.438,0.544;0.470,0.3
30,0.996,0.624] are standing in a 
field [0.000,0.548,0.998,0.998] with 
trees [0.000,0.002,0.998,0.402] in 
the background.

A man [0.306,0.082,0.682,0.578] in 
a hat [0.432,0.054,0.592,0.162] 
rides a horse 
[0.278,0.158,0.782,0.998].

Three sheep 
[0.470,0.426,0.840,0.652;0.162,0.3
78,0.482,0.654;0.212,0.432,0.672,
0.658] are standing near a fence 
[0.000,0.000,0.998,0.520] .

A large clock 
[0.320,0.000,0.738,0.528] on the 
side of a building 
[0.004,0.004,0.998,0.998].

A boy [0.270,0.088,0.708,0.998] in 
a white shirt 
[0.256,0.362,0.720,0.998] is 
standing on a grassy field 
[0.000,0.000,0.998,0.998].

bus giraffe A person [0.350,0.344,0.664,0.586] 
is skateboarding on a ramp
[0.000,0.544,0.998,0.998].

sheep dog toilet skis
A double-decker bus 
[0.100,0.122,0.980,0.954] is driving 
down a street 
[0.000,0.744,0.998,0.998].

person bird

Fig. 4: Brain Grounding Results using Different Task Prompts. The shown
results are from our UMBRAE using brain responses as input. Reference images are
visual stimuli for input brain responses and are just used here for visualization. The
tags <expr> in the REC prompt are depicted in the corresponding reference images.
The bounding boxes are outputted as text responses, and we visualize the outputs in
the reference images. The tags <expr> in the REC prompt are displayed in the reference
images with color. The concepts and their coordinates in the Spotting Captioning
responses are color-coded to match the bounding box color in the visualizations.
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Referring Expression Comprehension

“Locate <expr> in <image> and provide its coordinates, please”

cat stop signclock

horse

bear

cup

zebraperson

snowboard umbrella person

person skateboard personmotorcycle

person surfboard baseball glove person

bus

giraffe

sheep toiletskis

person bird

S1

S2

S5

S7

8 (cat), 204 (stop), 237 (person), 277 (clock), 505 (bus), 614 (sheep), 666 (zebra), 697 (bear), 742(toilet), 853 (skis) Fig. 5: Brain Grounding Result on Different Subjects. All results are from our
UMBRAE using brain responses as input. Reference images here are for visualization.

Reference Top 1 Top 2 Top 3 Top 4 Top 5 Reference Top 1 Top 2 Top 3 Top 4 Top 5

Evaluation: Brain Retrieval

mindeye

Image retrieval visualization: Given Brain embedding, find correct Image embedding 

ours

Evaluation: Brain Retrieval

mindeye

Image retrieval visualization: Given Brain embedding, find correct Image embedding 

ours

Evaluation: Brain Retrieval

mindeye

Brain retrieval visualization: Given Image embedding, find correct Brain embedding

ours

(a) MindEye [20]

Evaluation: Brain Retrieval

mindeye

Brain retrieval visualization: Given Image embedding, find correct Brain embedding

ours

(b) UMBRAE

Fig. 6: Brain Retrieval Results. We show the forward and backward retrieval results
of MindEye [20] and our UMBRAE. The forward retrieval [11] (top) is to find the correct
image embedding given a brain embedding. Conversely, the backward retrieval (bottom)
aims to locate the correct brain embedding given an image embedding.
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Specifically, VD-1 is using ground truth image and text, along with the latent
code decoded from the ground truth image. VD-2 is similar but uses randomly
sampled latent codes. VD-3 uses ground truth image and text, as well as predicted
low-level images from Brain-Diffuser [15]. As shown in Tab. 5, latent codes z
in the latent diffusion-based image generation models play a crucial role in the
final visual decoding performance. Simply using predicted text (SD, SDXL, and
Kandinsky3) or adding predicted image embedding (VD-2) is not sufficient for
reliable visual decoding results. The predicted bounding boxes (GLIGEN) are
intended to function as low-level constraints for the final reconstruction. However,
they do not perform well on low-level metrics due to their unreliable nature.

Fig. 9 displays a qualitative comparison of individual subjects, while the quan-
titative evaluation of UMBRAE on all four subjects can be found in Tab. 6. Fig. 7
shows comparison on visual decoding between our method and the literature.

Ozcelik et al. 
(2023)

Gu et al. 
(2023)

Takagi et al. 
(2022)

MindEye
(ours)

Image seen 
in MRI

Ozcelik et al. 
(2023)

MindEye
(ours)

Image seen 
in MRI

Ozcelik et al. 
(2023)

Gu et al. 
(2023)

Takagi et al. 
(2022)

MindEye
(ours)

Image seen 
in MRI

Ozcelik et al. 
(2023)

MindEye
(ours)

Image seen 
in MRI

Test 
Image

MindEye
(2023)

Brain-Diffuser
(2023)

Takagi et al.
(2022)

DREAM
(Ours)

Test 
Image

MindEye
(2023)

Brain-Diffuser
(2023)

Gu et al.
(2023)

DREAM
(Ours)

Reference MindEye Brain-Diffuser SDRecon DREAM UMBRAE Reference MindEye Brain-Diffuser SDRecon DREAM UMBRAE

Fig. 7: Visual Decoding Comparison between UMBRAE and the literature
on NSD. All reconstructed images are from S1.

Table 5: UMBRAE Visual Decoding for S1 with Various Image Generation
Models. Despite that our method is not specifically designed for fMRI-to-image
reconstruction (visual decoding), the predicted textual and visual outputs can serve as
cues for the final image reconstruction using a variety of pretrained image generation
models. These models include text-to-image SD [19], SD-XL [17], and Kandinsky [2], a
layout-to-image GlIGEN [10], and a multiple-condition Versatile Diffusion (VD) [26].
We further analyze the effects of VD’s inputs in the last three rows. The colors represent
the best , second-best , and third-best performance.

Image Generation Low-Level High-Level FID ↓ CFID ↓ LPIPS ↓PixCorr ↑ SSIM ↑ AlexNet(2) ↑ AlexNet(5) ↑ Inception ↑ CLIP ↑ EffNet-B ↓ SwAV ↓

SD [19] - .292 71.7% 83.5% 85.6% 86.1% .786 .535 95.62 89.04 0.79
SDXL [17] .070 .336 73.6% 86.9% 87.2% 86.3% .769 .475 85.67 82.41 0.76
Kandinsky3 [2] .110 .328 75.9% 85.4% 85.8% 86.4% .789 .514 89.98 88.01 0.78
GLIGEN [10] .078 .255 78.6% 90.1% 86.5% 87.5% .766 .473 73.70 67.21 0.77
VD [26] .293 .345 95.8% 97.2% 92.6% 93.9% .690 .391 67.47 63.81 0.73

VD-1 (GT-ti-z) .641 .402 99.9996% 99.9985% 99.5% 99.98% .390 .187 54.33 44.74 0.53
VD-2 (GT-ti-rand-z) .098 .244 91.0% 98.9% 98.8% 99.93% .504 .261 59.12 53.30 0.69
VD-3 (GT-ti-pred-z) .327 .352 98.975% 99.705% 98.9% 99.90% .497 .261 62.96 52.48 0.71
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Fig. 8: UMBRAE Visual Decoding with Various Image Generation Models.
We use textual and visual outputs predicted by our UMBRAE model as cues for the
final image reconstruction, using a variety of pretrained image generation models. These
models include text-to-image SD [19], SD-XL [17], and Kandinsky3 [2], a layout-to-image
GlIGEN [10], and a multiple-condition VD [26]. Given that our method is based on
VD [26], we further analyze the effects of its inputs. VD-1 is using ground truth image
and text, along with the latent code decoded from the ground truth image. VD-2 is
similar but uses randomly sampled latent codes. VD-3 uses ground truth image and
text, as well as predicted low-level images from Brain-Diffuser [15].



Abbreviated paper title 13

Table 6: Subject-Specific Visual Decoding Evaluation. Quantitative evaluation
of the UMBRAE reconstruction for the four subjects (S1, S2, S5, and S7) of NSD [1].

Subject Low-Level High-Level FID ↓ CFID ↓ LPIPS ↓PixCorr ↑ SSIM ↑ AlexNet(2) ↑ AlexNet(5) ↑ Inception ↑ CLIP ↑ EffNet-B ↓ SwAV ↓

S1 .293 .345 95.8% 97.2% 92.6% 93.9% .690 .391 67.47 63.81 0.73
S2 .283 .353 96.2% 97.3% 90.8% 93.0% .705 .396 70.00 66.78 0.74
S5 .277 .337 95.8% 97.7% 93.7% 94.8% .689 .380 67.70 64.52 0.74
S7 .279 .329 95.0% 96.9% 90.5% 92.1% .713 .405 70.07 66.50 0.75

R
ef

er
en

ce
S1

S2
S5

S7

Fig. 9: Subject-Specific Visual Decoding Results. Qualitative comparison of
UMBRAE reconstruction for the four subjects (S1, S2, S5, and S7) of NSD [1].

4 Additional Analyses

Here, we provide a couple of additional studies to further evaluate the per-subject
performance (Sec. 4.1), the weakly-supervised adaptation (Sec. 4.2). We analyze
different sampling strategies in cross-subject training (Sec. 4.3) and present a joint
grounding-decoding evaluation (Sec. 4.4). We also build on MLLMs capacities
to explore other tasks (Sec. 4.5) and finally, demonstrate the model-agnostic
characteristics of our method (Sec. 4.6).

4.1 Subject-Specific Analysis

In the main paper, we primarily present the results from two types of our
models: the cross-subject training model UMBRAE and the single-subject training
model UMBRAE-Sx. The former is trained using all training data from subjects
{S1, S2, S5, S7}, whereas UMBRAE-Sx trains only on data from a specific subject.
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Table 7: UMBRAE Subject Analysis. We report the per-subject evaluation
of UMBRAE when varying the set of training subjects (col ‘Train’). For example,
‘S1’ denotes our method is trained only on data from S1, i.e. this corresponds to
UMBRAE-S1. Similarly, ‘S1,S2,S5,S7’ means training using data from all subjects, and
corresponding to the model UMBRAE. ‘S1,S2,S5’ means the model is trained with
samples from {S1, S2, S5}. ‘Eval’ means evaluation on a certain subject. We note that
better performance are almost always achieved when training on more than one subject.
The colors represent the best , second-best , and third-best performance.

UMBRAE setting Captioning Grounding
Train Eval BLEU1 ROUGE CIDEr SPICE CLIP-S RefCLIP-S acc@0.5 (A) IoU (A) acc@0.5 (S) IoU (S)

S1

S1

57.63 42.15 51.93 11.83 66.44 72.12 13.72 17.56 21.52 25.14
S1,S2,S5 59.75 43.53 57.36 12.79 66.39 72.63 15.63 19.30 23.60 27.15
S1,S2,S7 58.31 42.67 55.03 12.20 65.72 71.95 14.76 18.76 22.93 26.58
S1,S5,S7 59.23 43.70 57.00 12.69 66.25 72.42 15.58 19.34 24.05 27.58

S1,S2,S5,S7 59.44 43.71 61.06 12.79 67.78 73.54 18.93 21.28 30.23 30.18

S2

S2

57.18 41.85 50.62 11.50 64.87 71.06 15.21 18.68 23.60 26.59
S1,S2,S5 57.91 42.43 52.80 11.91 65.37 71.57 16.04 19.29 25.09 27.43
S1,S2,S7 57.30 41.98 51.17 11.42 64.53 70.85 15.42 19.27 24.05 27.60
S2,S5,S7 57.69 42.29 51.77 11.72 65.08 71.27 15.25 18.95 23.08 26.70

S1,S2,S5,S7 59.37 43.86 55.93 12.08 66.46 72.36 18.27 20.77 28.22 29.19

S5

S5

58.99 43.30 57.09 12.70 66.48 72.69 14.72 18.45 22.93 26.34
S1,S2,S5 59.63 43.32 60.00 13.25 67.10 73.16 15.01 18.90 23.60 26.97
S1,S5,S7 60.02 43.50 59.67 13.31 67.24 73.39 14.84 18.68 22.86 26.34
S2,S5,S7 59.43 43.45 59.22 12.71 67.10 73.24 15.05 18.82 23.16 26.52

S1,S2,S5,S7 60.36 44.81 61.32 13.19 68.39 74.11 18.19 20.85 28.74 30.02

S7

S7

55.71 40.64 47.07 11.26 63.66 70.09 13.60 17.83 21.07 25.19
S1,S2,S7 56.72 41.43 49.78 11.37 64.21 70.62 14.43 18.26 21.82 25.64
S1,S5,S7 57.83 42.09 53.53 11.88 64.92 71.29 14.76 18.68 22.49 26.26
S2,S5,S7 56.29 41.64 51.23 11.52 64.46 70.84 14.43 18.22 22.11 25.68

S1,S2,S5,S7 57.20 42.16 52.73 11.63 65.90 71.83 16.74 19.63 25.69 27.90

Instead, here we explore training the cross-subject models with various com-
binations of different subjects (e.g ., training on {S1, S2, S5} and testing on
S1). These pretrained models are then utilized in the weakly-supervised subject
adaptation experiments. The corresponding results are detailed in Tab. 7. It is
interesting to note that while training with more than one subject is always
improving performance, the best performance are not always achieved when using
all subjects available. An example is the S7 evaluation which performs better
when UMBRAE is trained only on {S1, S5, S7} (i.e., not using S2 data). We
conjecture this could relate to some subjects having more similar brain activities
patterns than others.

4.2 Weakly-Supervised Adaptation

As explained in the main paper, our method enables weakly-supervised subject
adaptation and can train a model for a new subject in a data-efficient manner.
In other words, UMBRAE can accommodate a new subject with only a portion
of the total training data. This is crucial considering the challenges in obtaining
brain modality data. In the main paper, we presented the results of pretraining
on {S1, S2, S5} and adapting to S7 by finetuning with varying amounts {5%,
10%, 20%, 30%, 50%, 80%, 100%} of S7 training data.
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In Fig. 10, we present the adaptation to other subjects, being: Fig. 10a
training on {S2, S5, S7}, adaptation to S1; Fig. 10b training on {S1, S5, S7},
adaptation to S2; Fig. 10c training on {S1, S2, S7}, adaptation to S5. In
the above mentioned figures, we report performance when finetuning both the
tokenizer and the encoder, which was proven to provide the best performance
in the main paper. As for adaptation to S7 (cf. main paper), compared to the
single-subject model ‘UMBRAE-Sx’, our ‘Finetuned’ adaptation on S1, S2, and
S5 achieves comparable performance using only 30% of the data.

4.3 Sampling Strategies in Cross-Subject Training

There are different sampling strategies of subjects and data samples in the cross-
subject training. Our batch of B samples is made of θ×B samples from the
same user chosen according to users frequencies, while the remaining samples
are then sampled from other users. This is illustrated on the left of Tab. 8 using,
for simplicity, four users, θ=0.44 and B=16. ‘Random’ means all subjects are
randomly sampled, while ‘Stratified’ ensures that data samples from the four
subjects are equal in number within a batch. ‘Ours-R’ and ‘Ours’ are the same
for the dominant subject but differ in the sampling strategies for the remaining
three subjects. Using a dominant subject per batch helps the model to learn
intra-subject variations while being exposed to other subjects patterns to enhance
inter-subject discrimination and alleviate catastrophic forgetting. Tab. 8 reports
average metrics across users for ‘Random’, ‘Stratified’, ‘Ours-R’, and ‘Ours’ (using
θ=0.50, B=256). Ours outperforms all other sampling strategies.

4.4 Joint Grounding-Decoding Evaluation

We visualize grounding results on the reference images (ground truth) to better
assess their performance. Fig. 11 further shows grounding and reconstruction
simultaneously to highlight their synergy. Results demonstrate that the two tasks
are correlated. In some cases, although grounding is correct, reconstruction is
inaccurate (e.g . surfer, giraffe, and skier are well located but misorriented). The
first row presents reference images. The second row displays reconstructed images,
which are generated using the decoded texts and groundings from the third row
as inputs. The third row illustrates the spotting captioning results, where the
coordinates for each mentioned object are omitted and instead visualized in color
within the corresponding generated images shown in the second row.

4.5 Other Supported Tasks

As we build on MLLM, we can explore a large variety of tasks. Tab. 1 lists
the supported tasks, which can be categorized into three groups: captioning,
grounding, and QA. We have presented the brain captioning results in Sec. 3.1
and the brain grounding (both REC and Spotting Captioning) results in Sec. 3.2.
This section presents the additional QA tasks, including Q→A, Q→CA, and
Q→CBoxA. Example results are shown in Fig. 12.
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Captioning Grounding

(a) Adaptation to S1 (trained on S2, S5, and S7)

(b) Adaptation to S2 (trained on S1, S5, and S7)

(c) Adaptation to S5 (trained on S1, S2, and S7)

Fig. 10: Weakly-Supervised Subject Adaptation. We plot our performance for
adaptation to a given subject (S1 in a, S2 in b, S5 in c). For adapting to a given subject
Sx, we first train UMBRAE on all other subjects and then finetune the pretrained
model with varying ratios of training data from the target subject.
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Sampling Captioning Grounding
BLEU1 CIDEr METER RefCLIPS acc@0.5 (A) IoU (A) acc@0.5 (S) IoU (S)

Random 51.84 35.37 15.52 67.26 13.49 17.39 21.56 25.39
Stratified 58.91 55.83 18.94 72.69 17.31 20.34 27.08 29.03
Ours-R 58.02 55.02 18.68 72.09 15.22 18.84 23.58 26.74
Ours 59.09 57.76 19.24 72.96 18.03 20.63 28.22 29.32

Table 8: Comparison of Sampling Strategies. ‘Random’ means all subjects are
randomly sampled, while ‘Stratified’ ensures that data from the four subjects are equal
in number within a batch. ‘Ours-R’ and ‘Ours’ are the same when sampling from the
selected dominant subject but differ for the remaining three subjects.
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A man in a wetsuit
surfs a small wave.

A man in a hat rides 
a horse.

A giraffe is standing in 
a grassy field with 
trees in background.

A large passenger jet 
sitting on the tarmac.

A closeup of a fire 
hydrant.

A person is skiing 
down a snowy hill.

A white toilet in a 
bathroom.

Fig. 11: Joint Visualization of Grounding and Reconstruction. The first row
presents reference images. The second row displays reconstructed images generated
using decoded texts and groundings from the third row. The coordinates in the third
row for each mentioned object are omitted and visualized in color in the second row.
Reconstruction may be inaccurate even with correct bounding boxes.

The image shows a man wearing a wetsuit, standing on a surfboard, and riding a wave in the ocean. As a surfer,
there are several factors to be cautious about while engaging in this activity. These include:
1. Wave conditions: Always pay attention to the size, power, and frequency of the waves. Understanding and
predicting wave behavior is crucial for a successful surfing experience.
2. Weather conditions: Be aware of the weather, including wind speed and direction, which can influence wave
formation and quality.
3. Ocean currents and tides: Be mindful of strong currents and tides, which can quickly pull a surfer away from
the shore or make it difficult to return to the shore.
4. Other surfers and water users: Always maintain a safe distance from other surfers, swimmers, or watercraft to
avoid collisions and accidents.
5. Equipment: Ensure that the surfboard is suitable for the individual and the current conditions, and that it is in
good condition, free from any damage that may affect its performance.
6. Safety gear: Wearing a wetsuit, as seen in the image, can protect against cold water temperatures, potential
hazards like rocks or coral reefs, and potential injuries from the surfboard or sharp objects in the water.
By being aware of these factors and taking necessary precautions, surfers can have a safer and more enjoyable
experience in the ocean.

The answer is sunny.

A man riding a wave on top of a surfboard.

What are the things I should be cautious about?

Describe this image as simply as possible.

What is the weather like? How should I dress accordingly for the weather?

Having a look at image , can you tell me the answer to my question “is the man 
in danger” and the logic leading to it?

A man surfing in the ocean on a large wave. So the answer is no.

Analyze the image and answer “what is the man doing” . Include your reasoning 
process and provide bounding boxes of related objects g [x0,y0,x1,y1].

The man [0.426,0.280,0.560,0.628] is wearing a wetsuit [0.418,0.316,0.566,0.570] and is standing 
on a surfboard [0.320,0.616,0.630,0.654] while riding a wave [0.002,0.438,0.998,0.996] in the 
ocean [0.002,0.008,0.998,0.998]. This indicates that he is surfing.

Fig. 12: Example Results of Other Tasks. The additional supported tasks listed
in Tab. 1 include Q→A, Q→CA, and Q→CBoxA.
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4.6 Model-Agnostic Performance

We employ the pretrained adapter and LLM from Shikra [4] due to its simulta-
neous support for both captioning and grounding. However, UMBRAE being
model-agnostic, it can accommodate any image encoders (e.g ., CLIP [18] and
DINO [3]), LLMs (e.g ., LLaMA [23] and Vicuna [5]), and MLLMs (e.g ., Shikra [4]
and LLaVA [13]) according to specific needs.

To demonstrate this capacity, in Fig. 13, we provide qualitative results of
‘UMBRAE with LLaVA’ which replaces Shikra with the nonetheless popular
LLaVA [13] as the MLLM. These example responses show that LLaVA [13] exhibits
superior instruction-following capabilities in conversation, detailed description,
and complex reasoning compared to Shikra [4]. However, LLaVA [13] lacks the
capability of spatial localization.

In the image, you see a person surfing on a wave. When surfing, there are several things to be cautious about:
1.Water Conditions: Be aware of the water conditions, including the size and frequency of the waves, the presence of rip currents, and the water temperature.
2.Surfboard: Ensure that your surfboard is in good condition and that you are using appropriate safety gear, such as a leash to keep the board attached to your ankle.
3.Surfing Skills: Know your limits and don't attempt to surf waves that are beyond your skill level.
4.Environmental Hazards: Be mindful of any environmental hazards in the area, such as rocks, reefs, or marine life.
5.Other Surfers: Be respectful of other surfers in the water, maintaining a safe distance and taking turns catching waves.
6.Weather Conditions: Check the weather forecast before surfing, as sudden changes in weather can make the conditions dangerous.
7.Safety Measures: Learn basic first aid and know how to handle emergencies, such as injuries or getting caught in a rip current.
8.Local Regulations: Familiarize yourself with local surfing regulations, which may include restrictions on surfing in certain areas or during specific times.
9.Environmental Impact: Be conscious of your impact on the environment, such as not littering and respecting the local ecosystem.
10.Physical Fitness: Surfing requires a certain level of physical fitness, so make sure you are in good shape before attempting to surf.
Always prioritize safety and respect for the environment when engaging in water sports like surfing.

The weather in the image appears to be sunny and clear, with no visible clouds or signs of rain. The water looks calm, suggesting a pleasant day for surfing.
For such weather, you should dress appropriately for water sports. This would typically include:
1.Wetsuit: If the water temperature is cool, you would need a wetsuit to keep warm. The thickness of the wetsuit depends on the water temperature.
2.Swimwear: If the water is warm enough, you can wear swimwear, such as a swimsuit or swim shorts.
3.Sun Protection: Even on a sunny day, the sun can be intense, so it's important to protect your skin from sunburn. Wear sunscreen with a high SPF, a hat, and sunglasses.
4.Surf Accessories: Depending on your surfing level, you might need additional accessories like a surf leash, surf wax, or a rash guard to protect your skin from the wax and
friction of the surfboard.
5.Shoes: Some surfers prefer to wear water shoes to protect their feet from sharp rocks or reef cuts.
Always check the local weather forecast and water temperature before heading out to surf to ensure you are dressed appropriately for the conditions.

The image shows a person surfing on a wave, riding a surfboard, with the ocean in the background.

What are the things I should be cautious about?

Describe this image as simply as possible.

What is the weather like? How should I dress accordingly for the weather?

The image shows a person surfing on a wave. The surfer is wearing a wetsuit and is crouched down on the surfboard, which is angled
towards the wave. The water appears to be a vibrant blue-green color, suggesting it might be a tropical or warm-water location. The wave
is breaking to the right of the surfer, and the surfer seems to be skillfully riding the face of the wave. The background is mostly water,
with the horizon visible in the distance. The image captures a dynamic moment of surfing, with the surfer and the wave as the main
subjects.

Describe the image

Fig. 13: UMBRAE with LLaVA as the MLLM. Here, we utilize UMBRAE though,
replacing our default use of Shikra [4], with LLaVA [13] as the MLLM. The responses
show that LLaVA exhibits superior instruction-following capabilities in conversation,
detailed description, and complex reasoning compared to Shikra (The corresponding
results from Shikra are in Fig. 12).

5 Discussion

5.1 Method Limitations

Our goal is to decode brain signals into multimodal explanations, with a primary
emphasis on semantics and positions, achieving both concept recognition and
spatial localization. While results demonstrate decent performance, there are
instances where it falls short. Apart from previously mentioned challenges with
inconspicuous objects, other failure cases can be categorized into three types:
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(a) correct semantic recognition but inaccurate spatial localization, (b) accurate
spatial localization but semantic errors, and (c) errors in both semantic recognition
and spatial localization. We use spotting captioning to illustrate failure cases
in Fig. 14, as this task outputs both concepts and locations.

Moreover, our method relies on pretrained MLLMs, inheriting their advantages
while also facing common shortcomings associated with large models, including
biases, hallucinations, generation of inappropriate content, and potential ethical
concerns. Our method is also constrained by the quality of the captured brain
responses in NSD [1] in two ways. Firstly, there are inherent inaccuracies intro-
duced during data collection. NSD is captured using non-invasive neuroimaging
techniques, where participants’ compliance is necessary to avoid disruption in
decoding caused by head movement or distraction. Secondly, the experimental
images are sourced from COCO [12], which limits our method to natural scenes
similar to those found in the COCO dataset [12].

A vase [0.302,0.474,0.670,0.998] 
filled with flowers 
[0.120,0.002,0.890,0.860].

A baseball player 
[0.272,0.262,0.722,0.998] is standing 
on the field [0.000,0.804,0.998,0.998] 
with his bat [0.470,0.426,0.586,0.558] 
in hands [0.470,0.436,0.550,0.486].

A kitchen with a sink 
[0.000,0.516,0.186,0.716] and lots 
of cupboard space 
[0.000,0.512,0.998,0.998]

A computer 
[0.000,0.490,0.286,0.856;0.540,0.5
26,0.840,0.726] with a monitor 
[0.540,0.526,0.840,0.726] and 
keyboard [0.580,0.712,0.786,0.800] 
is shown.

A man [0.380,0.254,0.622,0.510] is 
sitting on a bicycle 
[0.128,0.420,0.846,0.998].

A man [0.300,0.202,0.706,0.762] 
in a black jacket 
[0.342,0.204,0.658,0.532] is 
skiing down a slope 
[0.004,0.378,0.998,0.998].

A fluffy white cat 
[0.174,0.022,0.830,0.854] is sitting 
on a white sofa 
[0.000,0.408,0.998,0.998] with a 
white blanket 
[0.000,0.408,0.998,0.998].

A group of zebras 
[0.022,0.588,0.288,0.920;0.706,0.6
02,0.998,0.998;0.258,0.602,0.458,
0.852;0.540,0.592,0.874,0.846;0.4
86,0.584,0.686,0.784] are standing 
in a field.

A bathroom with a sink 
[0.340,0.704,0.726,0.824] and a 
large mirror 
[0.000,0.000,0.996,0.998].

A man [0.476,0.586,0.536,0.704] 
with a large bookbag 
[0.474,0.786,0.536,0.936] walks 
down the street 
[0.000,0.722,0.998,0.998].

A man [0.734,0.588,0.998,0.700] is 
sitting on a bench 
[0.000,0.630,0.998,0.900] 
underneath some trees 
[0.006,0.002,0.996,0.678].

A person [0.140,0.272,0.998,0.998] 
is sitting down, perhaps in a car 
[0.002,0.004,0.998,0.998].

(a) (b) (c)
(a) correct semantic recognition but inaccurate spatial localization, 
(b)accurate spatial localization but semantic errors, and 
(c) errors in both semantic recognition and spatial localization. 

A dog [0.000,0.000,0.998,0.998] 
looks on with his head 
[0.282,0.280,0.726,0.730] tilted to 
the side.

A large brown bear 
[0.136,0.278,0.908,0.874] is sitting 
on a rocky ground, with a blurry 
background.

There is a bottle of wine 
[0.174,0.124,0.780,0.744] in a case 
[0.162,0.124,0.774,0.870] on a 
table [0.002,0.724,0.998,0.998].

Fig. 14: Method Limitation. The failure cases can be categorized into: (a) correct
semantic recognition but inaccurate spatial localization; (b) accurate spatial localization
but semantic errors; (c) errors in both semantic recognition and spatial localization.

5.2 Potential Negative Impact

Our method relies on pretrained models as its foundation. While benefiting from
the remarkable capabilities provided by LLMs [4, 7, 23], they also pose challenges
and concerns that prompt broader societal impacts. These include potential
biases in the training data, the generation of inaccurate or inappropriate con-
tent, and ethical considerations associated with their utilization. The inaccurate
interpretation from our method may also lead to misunderstandings about the
information contained within brain signals.
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