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Abstract. Point-supervised temporal action localization pursues high-
accuracy action detection under low-cost data annotation. Despite recent
advances, a significant challenge remains: sparse labeling of individual
frames leads to semantic ambiguity in determining action boundaries due
to the lack of continuity in the highly sparse point-supervision scheme.
We propose a Stepwise Multi-grained Boundary Detector (SMBD), which
is comprised of a Background Anchor Generator (BAG) and a Dual
Boundary Detector (DBD) to provide fine-grained supervision. Specif-
ically, for each epoch in the training process, BAG computes the optimal
background snippet between each pair of adjacent action labels, which we
term Background Anchor. Subsequently, DBD leverages the background
anchor and the action labels to locate the action boundaries from the
perspectives of detecting action changes and scene changes. Then, the
corresponding labels can be assigned to each side of the boundaries,
with the boundaries continuously updated throughout the training pro-
cess. Consequently, the proposed SMBD could ensure that more snippets
contribute to the training process. Extensive experiments on the THU-
MOS’14, GTEA and BEOID datasets demonstrate that the proposed
method outperforms existing state-of-the-art methods.

Keywords: Temporal Action Localization · Point-Supervised Learning

1 Introduction

Temporal Action Localization (TAL) aims to detect actions of interest within
an untrimmed video by identifying both their temporal boundaries and ac-
tion categories. Fully-supervised TAL methods (FTAL) [1,16,17,46,48] requires
high-quality temporal boundary annotation which is very time-consuming to
get and rarely readily available. Hence, weakly-supervised temporal action lo-
calization (WTAL) [1, 30, 37, 46–48] where only video-level labels are required
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Fig. 1: Comparison. (a): Previous methods expand pseudo label from the single-frame
action label, without explicit determination of action boundaries. (b): SMBD focuses
on searching for the boundaries of the actions and assigns pseudo labels to both sides
of the boundary.

is proposed and make significant progress. However, WTAL imposes an in-
tractable problem of distinguishing between actions and backgrounds due to
missing instance-level annotations. As a middle ground between FTAL and
WTAL, Point-supervised TAL (PTAL) [23] is proposed, requiring a few action
instance labels per untrimmed video. Since it only requires one randomly an-
notated snippet per action instance, it alleviates the hard work of pinpoint the
accurate temporal action boundaries, which has attracted growing attention in
academia and industry. However, sparse labeling of individual frames leads to se-
mantic ambiguity in determining action boundaries due to the lack of continuity
in the highly sparse point-supervision scheme. Exiting methods [9,11,22] tackle
this challenge by either iterative refinement [22] or WTAL-style schemes [19,26,
28]. Iterative refinement [22] alternates between predicting and applying pseudo
labels, which heavily rely on empirical threshold setting. Typical WTAL-style
schemes [19, 26, 28] tackle PTAL through taking the point labels as the strong
video-level categorical labels, which are prone to produce incomplete results. De-
spite their advancements, they struggle with complex and dense action instances
since they only capture the action snippets that are similar to action labels, as
shown in Fig. 1 (a). To fully exploit all snippet in the video, it is necessary to
detect action boundaries, thereby effectively learning the semantics of the entire
action to improve performance, as shown in Fig. 1 (b).

To this end, this paper proposes a novel framework, Stepwise Multi-grained
Boundary Detector (SMBD), to tackle PTAL through searching for action bound-
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ary, which is comprised of a Background Anchor Generator (BAG) and a Dual
Boundary Detector (DBD). Our main idea is to first detect the reliable back-
ground frame in the video and then search for the optimal action boundary
between the background frame and the action label.

Specifically, given an untrimmed video, only the action labels of sparse an-
notated frames are available during training. We first introduce a background
anchor generator to locate the background frame with the highest confidence be-
tween each pair of action labels by voting of distinct classification heads, where
we term such background frame as background anchor in this paper. Subse-
quently, we argue that there must be an action boundary within each adjacent
background anchor and action label. On the one hand, action boundary usu-
ally refers to the timestamp characterizing the action change between adjacent
video frames, e.g ., the change of an athlete from standing to running indicates
the action starting. On the other hand, action boundary also describe the scene
change, e.g ., the switch between the foreground frame and the background frame.
Building upon this observation, we propose a dual boundary detector to locate
action boundary by detecting action changes and scene changes from adjacent
background anchors and action labels. The dual boundary detector encompasses
a fine-grained boundary detector and a coarse-grained boundary detector, where
the former searches for fine-grained boundaries by observing the change of the
action classification score while the latter retrieves coarse-grained boundaries
through evaluating the difference between the foreground and background scores.

Finally, by merging both kind of action boundaries, we are able to assign
pseudo labels to all video frames, enabling the learning of complete action seman-
tics during training. Experiments on three benchmarks validate the effectiveness
of our method.

In summary, our contributions are as follows:
(1) This paper introduces a Stepwise Multi-grained Boundary Detector for

PTAL by emphasizing learning entire action semantics with only sparse point
supervision. It could ensure that more video frames contribute to model training
by means of searching action boundaries.

(2) We propose a fine-grained boundary detector and a coarse-boundary de-
tector to locate the action boundaries from the complementary perspectives of
detecting action changes and scene changes, respectively.

(3) Extensive experiments on the THUMOS’14, GTEA and BEOID datasets
validate the superiority of the proposed method over existing point-supervised
TAL methods.

2 Related Work

Fully-Supervised Temporal Action Localization requires precise start
and end action boundaries, with each snippet assigned an exact label during
the training phase. Thanks to action boundaries, the full supervision perfor-
mance is high in both classification and localization tasks. There are primarily
three methods. (1)Proposal-based representation [3,40,45,46,55], which involves
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generating a window that indicates the start and end snippets of the action, fol-
lowed by boundary refinement via a regression head. (2)Proposal-free represen-
tation [15,24,42–44] directly predicts the probability of each snippet, then deter-
mines the snippet with the highest probability and considers it as the proposal of
the action boundary. (3)Transformer-based [5,20,35,51] methods, which leverage
the Transformer architecture [38] for action localization, achieving remarkable
performance on TAL benchmarks. Although these methods have demonstrated
good results, the high cost of labeling of each snippet remains a challenge.

Weakly-Supervised Temporal Action Localization only provides the
label for the video during training. As frame-level labels are not needed, anno-
tation cost is significantly reduced. The common ideas of the algorithm can be
divided into three kinds. (1) The attention-based paradigm [21,26,27,49] calcu-
lates the probability of frame-level features and utilizes the obtained attention
guide classification. (2) The MIL-based paradigm [19,28,39,52] generates frame-
level class scores, i.e., the class activation sequence(CAS). Subsequently, the
scores are aggregated to produce a video-level label. (3) The graph-convolution-
based paradigm [1, 30, 37, 46–48] considers each snippet of the video as a node
on the graph, where the edges between the nodes are weighted based on their
similarity. In the feature space, the related time snippets become closer to each
other, while the unrelated time snippets become more separated.

Point-Supervised Temporal Action Localization bridges the gap be-
tween full supervision and weak supervision by requring one label per action
instance, leading to effectively a fews labels (typically 15 per video clip on av-
erage in THUMOS’14). Moltisanti et al . [23] first proposed point-supervised in
temporal action localization. SF-Net [22] expands to the snippets adjacent to the
single frame label to obtain the pseudo-label for training. Ju et al . [9] propose a
novel two-stage framework, which divides the entire video into multiple clips and
sequentially conquers these clips. Li et al . [14] use the model output and anno-
tated timestamps to generate frame-wise labels for action segmentation. Action
segmentation task differs from ours in that it does not account for background
segments, and all actions are adjacent without gaps in between. LACP [11] gen-
erates pseudo labels based on point annotations, then utilizes a greedy algorithm
to find the optimal sequence of actions and learns the completeness of the action
for the optimal sequence.

However, they do not explicitly detect the action boundary, resulting in the
model’s inability to recognize the boundaries. Additionally, during the exten-
sion of pseudo labels, the feature not assigned pseudo labels are ignored. This
results in the model relying excessively on high-confidence action snippets while
overlooking features with slightly lower confidence. In contrast, our approach
involves finding boundaries to assign pseudo labels to more action snippets to
better exploit their semantics.
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Fig. 2: Overview of the proposed method. Besides the conventional objectives, e.g .,
video-level and point-level classification losses, we use BAG to determine the optimal
background snippet as background anchor. Based on the action label and the back-
ground anchor, DBD utilizes the classification scores and foreground-background scores
to detect the action boundary between each pair of adjacent action label and the back-
ground anchor. Then all snippet are assigned pseudo labels so as to more snippets can
be exploited during training.

3 Method

In this section, we present the details of our SMBD with an overall archi-
tecture in Fig. 2. The problem setting is described in Sec. 3.1 and the feature
embedding is given in Sec. 3.2. We present our BAG, which serves to select the
background anchor in Sec. 3.3 and DBD in Sec. 3.4. Subsequently, we detail our
loss functions in Sec. 3.5 and elucidate the inference of our SMBD in Sec. 3.6.

3.1 Problem Definition

Point-supervised temporal action localization (PTAL) aims to train a model
with only a single-frame annotation of each action instance. Given an untrimmed
video, each action instance is annotated with a timestamp t and its action cate-
gory y. The PTAL model produces the prediction results for each video, where
each predicted action instance could be represented as (s, e, ŷ, p), where s and
e are the starting and ending time of each action instance, ŷ is the predicted
category, and p is the confidence score.

3.2 Feature Embedding

Following [11, 53], we first encode each successive fixed-length frames with
a pre-trained feature extractor (e.g., I3D [2]) and obtain snippet-level features.
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We denote the video feature sequence as X ∈ RT×D, where T and D present
the number of video snippets and the feature dimension, respectively. Then, we
input the video feature sequence into a snippet-level classification head to obtain
class-specific activation sequence (CAS) scores p ∈ RT×(C+1), including C action
categories and a background class.

3.3 Background Anchor Generator

In the point-supervision settings, only single-frame action labels are available
for model training. We first introduce a background anchor generator (BAG) to
locate the background snippet with the highest confidence between each pair
of action labels by voting of distinct classification heads, where we term this
background snippet as background anchor. Then, we argue that there must be
an action boundary within each adjacent background anchor and action label.

Inspired by the Monte Carlo estimate [31], we design N classification heads
to evaluate the confidence of each video snippet as a background anchor com-
prehensively, as shown in Fig. 2.

Based on the class-specific activation score p ∈ RT×(C+1), we could obtain
the background probability pbkg ∈ RT×n and its standard deviation σ ∈ RT×1

from the N heads. The N heads can help us reduce the randomness of the
model, allowing us to select more stable and reliable background anchors. The
probability pbkg represents the reliability of the predicted background snippet
and the standard deviation σ represents the deviation from the randomness of
the background snippet. Increasing pbkg correlates with a higher likelihood of
the snippet being the background, while decreasing σ corresponds to reduced
randomness in background classification.

Give pbkg and σ, the stability is formulated as s = pbkg/σ, where pbkg =

1/n
∑n

i=1 p
bkg
i . Then we select the background snippet with the highest stability

between each pair of adjacent action label as the background anchor. Taking a
pair of adjacent action labels [tacti , tacti+1] as an example, the background anchor
is calculated as,

tbkg = argmaxt {s}, (1)

where t ∈ [tacti , tacti+1] and tacti denotes the timestamp of i-th action label. s
provides a comprehensive metric to measure the quality of pseudo background
labels by their average probability pbkg and probability standard deviation σ.

As in Eq. (1), we can obtain all background anchors
{
tbkg
j

}Nbkg

j=1
within each pair

of adjacent action labels, where Nbkg is the number of the boundary anchors in
a video. Our BAG aims to provide reliable background snippets for searching
action boundary in the next step.

3.4 Dual Boundary Detector

As discussed in Sec. 1, sparse labeling of individual frames fails to capture the
semantics of entire action instances due to varying semantic information among
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sub-actions. It is crucial to identify action boundaries to learn the complete
semantics of actions. The proposed Dual Boundary Detector (DBD) considers
each pair of adjacent action snippet and background snippet as a candidate
interval for retrieving a boundary within it. DBD adopts a two-branch struc-
ture which performs boundary detection from the complementary perspectives
of action changes and scene changes, respectively. Afterwards, the two kind of
action boundaries, namely fine-grained boundary and coarse-grained boundary,
are fused to obtain our final pseudo boundaries.

Fine-Grained Boundary Detector. Action boundary usually refers to
the timestamp characterizing the action change between adjacent video snip-
pets, e.g ., the start boundary of an action depicts the moment of change from
typically static scenes to dynamic ones. Building upon this insight, we propose
to locate action boundary by detecting action changes between each pair of
adjacent action labels and background anchors. Without loss of generality, tak-
ing the temporal interval [tbkg

i , tactj ] as an example, we perform the fine-grained
boundary detection within it. Given any t̂ ∈ [tbkg

i , tactj ], we first calculate the
uncertainty of t̂ being an action boundary as follows,

sl
t̂
=

1

t̂− tbkg
i

t̂∑
t=tbkg

i

∣∣∣∣∣∣pt − 1

t̂− tbkg
i

t̂∑
n=tbkg

i

pn

∣∣∣∣∣∣
 , (2)

sr
t̂
=

1

tactj − t̂

tactj∑
t=t̂

∣∣∣∣∣∣pt − 1

tactj − t̂

tactj∑
n=t̂

pn

∣∣∣∣∣∣
 , (3)

where tbkg
i , tactj and pt represent the i-th background anchor, the j-th action

label and the classification score of the t-th snippet, respectively. sl
t̂

and sr
t̂

rep-
resent the uncertainty of using t̂ as a boundary. To be specific, t̂ first divides the
temporal interval [tbkg

i , tactj ] into two subintervals [tbkg
i , t̂] and [t̂, tactj ]. Then, we

calculate the average scores within [tbkg
i , t̂] and [t̂, tactj ], which can be considered

as the cluster centers of two subintervals. Therefore, the average distances be-
tween each pt and the average scores could depict the uncertainty of t̂ being a
boundary. We will also obtain sl

t̂
, sr

t̂
when t̂ ∈ [tacti , tbkg

j ] in the same way.
As a result, the optimal the fine-grained boundary t̂ could be calculated by

minimizing the uncertainty of the two subintervals,

tFB = argmin
t̂

(
sl
t̂
+ sr

t̂

)
. (4)

We perform the above process between every pair of adjacent action label and
background anchor to produce fine-grained boundaries for all action instances.

Coarse-Grained Boundary Detector. Unlike the fine-grained boundary
detector that locate action boundary from the perspective of detecting action
changes, we argue that action boundary also describe the switch between fore-
ground and background. Therefore, we introduce a coarse-grained boundary
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detector to search action boundary through evaluating the difference between
foreground and background scores.

Concretely, given t̂ ∈ [tacti , tbkg
j ], it divides the temporal interval [tacti , tbkg

j ]

into two subintervals [tacti , t̂] and [t̂, tbkg
j ]. Afterwards, we compute the difference

between the foreground score and the background score of each snippet within
the [tacti , t̂] and [t̂, tbkg

j ], as well as the mean of the differences:

sl
t̂
=

1

t̂− tacti

t̂∑
t=tacti

(
pfg
t − pbkg

t

)
, (5)

sr
t̂
=

1

tbkg
j − t̂

tbkg
j∑
t=t̂

(
pbkg
t − pfg

t

)
, (6)

where tacti and tbkg
j are the i-th action label and j-th background anchor. pbkg

t

and pfg
t represent the background score and foreground score of t-th snippet,

respectively. Therefore, sl
t̂

and sr
t̂

could reflect their confidence as foreground
and background regions, respectively. As a result, t̂ could be the optimal coarse-
grained boundary when the confidences of the two intervals is maximum. In the
other words, t̂ will be highly likely to be the switch between foreground and
background, i.e., the action boundary:

tCB = argmax
t̂

(
sl
t̂
+ sr

t̂

)
. (7)

Similarly, we perform the above process between every pair of adjacent action
label and background anchor to produce coarse-grained boundaries for all ac-
tions.

Boundary fusion. Both of the fine-grained and coarse-grained boundary
detectors locate action boundary candidates in a complementary way. Thus, we
could obtain reliable action boundaries by a simple boundary fusion,

tB = λtFB + (1− λ)tCB , (8)

where λ is weighting parameter for balancing tB , their value are empirically
determined with additional experiments in our supplementary materials.

3.5 Training

Once the action boundary is determined, we could assign the pseudo label
for all snippet, where pseudo label is denoted as yp ∈ RN f×(C+1). For the opti-
mization of the Fine-grained Boundary Detector, we adopt the focal loss [18] to
facilitate the training process,

Lcls = −
1

N f

N f∑
i=1

(
yp
i (1− pi)

β logpi + (1− yp
i )p

β
i log(1− pi)

)
, (9)
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where Nf indicates the number of the snippet, β is the focusing factor, which
is set to 2 as in [18]. pi indicates the predicted probability that the i-th snippet
belongs to a certain category. For Coarse-grained Boundary Detector, we assign
background and foreground pseudo labels, which is denoted as yb ∈ RN f×2. We
adopt a binary entropy loss to facilitate the training process,

Lact = −
1

N f

N f∑
i=1

(
yb
i logpb

i + (1− yb
i )log(1− pb

i)
)
, (10)

where pb
i indicates the predicted probability that the i-th snippet belongs to

foreground or background.
To penalize the noise between the detected boundaries and the ground truth,

we employ the KL-divergence loss. KL-divergence loss penalizes snippets whose
predicted scores and the assigned pseudo label are inconsistent. The loss for
pseudo labels is computed by,

LKL =
1

N f

N f∑
i=1

KL(yp
i ||pi), (11)

KL(yp
i ||pi) =

C∑
j=1

pij log

(
pij

yp
ij

)
, (12)

where yp, p and C represent the pseudo label, predicted probability and the
number of action categories, respectively. i indicates i-th snippet and j indcates
the j-th action category. The boundaries are continuously updated through back
propagation. As the model’s capability to identify noise is improved, the searched
boundaries become more precise, accordingly.

The overall loss function for training our model is shown below,

Ltotal = γ1Lcls + γ2Lact + γ3LKL, (13)

where γ1, γ2 and γ3 are the weighting parameters to balance the losses, their
value are empirically determined with additional experiments in our supplemen-
tary materials.

3.6 Inference

Following previous point-supervised work [22], we predict video-level labels
by temporally pooling and thresholding on the scores to determine which ac-
tions are present in the video. Then we use score thresholds to select candidate
snippets. Candidate snippets are consolidated into a proposal as a result of our
localization result. As in [11, 19], we set the confidence of each proposal to its
outer-inner contrast score and use multiple thresholds for candidate snippets and
perform non-maximum suppression (NMS) to remove overlapping proposals.
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Table 1: Comparison with the state-of-the-art methods on THUMOS’14. We also
compare the method with fully-supervised and weakly-supervised methods.

Supervision Method mAP@IoU(%) AVG AVG
0.3 0.4 0.5 0.6 0.7 [0.1 : 0.5] [0.3 : 0.7]

Fully
supervised

BSN [17] 53.5 45.0 36.9 28.4 20.0 - 36.8
BMN [16] 56.0 47.4 38.8 29.7 20.5 - 38.5

G-TAD [46] 54.5 47.6 40.2 30.8 23.4 - 39.3
BC-GCN [1] 57.1 49.1 40.4 31.2 23.1 - 40.2
TCANet [29] 60.6 53.2 44.6 36.8 26.7 - 53.2
AFSD [15] 67.3 62.4 55.5 43.7 31.1 - 52.0
React [34] 69.2 65.0 57.1 47.8 35.6 - 55.0
ASL [32] 83.1 79.0 71.7 59.7 45.8 - 67.9

Weakly
supervised

CMCS [19] 41.2 32.1 23.1 15.0 7.0 40.9 23.7
Bas-Net [12] 44.6 36.0 27.0 18.6 10.4 43.6 27.3
DGAM [33] 46.8 38.2 28.8 19.8 11.4 45.6 29.0
TSCN [49] 47.8 37.7 28.7 19.4 10.2 47.0 28.8
CoLA [50] 51.5 41.9 32.2 22.0 13.1 50.3 32.1
FTCL [7] 55.2 45.2 35.6 23.7 12.2 53.8 34.4
DELU [4] 56.5 47.7 40.5 27.2 15.3 56.5 37.4

DDG-Net [36] 58.2 49.0 41.4 27.6 14.8 57.8 38.2

Point
supervised

Moltisanti et al . [23] 15.9 12.5 9.0 - - 16.3 -
SF-Net [22] 53.2 40.7 29.3 18.4 9.6 51.5 30.2
Ju et al . [9] 58.1 46.4 34.5 21.8 11.9 55.3 34.5
LACP [11] 63.3 55.2 43.9 33.3 20.8 61.6 43.3

SF-Net+SMBD 59.1↑5.9 46.4↑5.7 33.4↑4.1 20.7↑2.3 10.5↑0.9 55.8↑4.3 34.0↑3.8

LACP+SMBD 66.0↑2.7 57.9↑2.7 47.0↑3.1 36.0↑2.7 22.0↑1.2 64.2↑2.6 45.7↑2.4

4 Experiment

4.1 Datasets and Evaluation

Our experiments are conducted on three datasets and we adopt the single-
frame annotations provided in [22] as the point supervision for each action in-
stance during training.
THUMOS’14. The training data in THUMOS’14 [8] is based on the UCF101
[2] action dataset. There are a total of 200 validation videos and 213 test videos
that belong to 20 action classes. On average, each video in the dataset includes
15 action instances, making the task of recognizing all actions quite challenging.
Similarly to [14, 16], we use the validation set for training and the test set for
evaluation.
GTEA. The GTEA [13] comprises 28 videos and contains seven different types
of everyday activities. Each video contains around 20 actions, each lasting about
1 minute. For our experiments, we used 21 videos for training and 7 for testing.
BEOID. The BEOID, as described in [6], comprises 58 videos representing 30
action classes, and each video in the dataset contains an average of 12.5 actions.
Following [22], 80% of the videos are used for training, while the remaining 20%
are reserved for testing.
Evaluation Metrics. Following the standard procedure for temporal action
localization, we calculate the mean average precision (mAP) across different
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Table 2: Comparison with the state-of-the-art methods on GTEA and BEOID. AVG
represents the mean average precision (mAP) at thresholds [0.1 : 0.1 : 0.7]. LACP*
represents the reproduced results by official code of LACP.

Dataset Method mAP@IoU(%) AVG
0.1 0.3 0.5 0.7 [0.1:0.7]

GTEA

SF-Net [22] 58.0 37.9 19.3 11.9 31.0
Ju [9] et al . 59.7 38.3 21.9 18.1 33.7
LACP [11] 63.9 55.7 33.9 20.8 43.5

LACP* 72.6 58.1 39.5 13.5 46.0
LACP+SMBD 75.0 61.3 41.1 14.2 47.4

BEOID

SF-Net [22] 62.9 40.6 16.7 3.5 30.9
Ju [9] et al . 63.2 46.8 20.9 5.8 34.9
LACP [11] 76.9 61.4 42.7 25.1 51.8

LACP* 74.7 61.8 44.4 21.3 51.9
LACP+SMBD 78.2 71.0 52.5 25.2 57.4

intersection-over-union (IoU) thresholds to evaluate the action localization per-
formance on the three datasets.

4.2 Implementation Details

We use the two-stream I3D network [2] pre-trained on the Kinetic-400 [2]
to extract video features. We divide each video into 16-frame non-overlapping
snippets and applied the TV-L1 optical flow algorithm [41] to extract optical
flow. After obtaining the RGB feature and the optical flow feature, we employ
the two-stream fusion operation as described in [25] to integrate the RGB feature
and the optical flow feature branches, resulting in a 2048-dimensional vector for
each snippet. The number of non-overlapping snippets is denoted as T . For
all datasets, we optimize our method using Adam [10] with a learning rate of
10−4 and a batch size of 16. To determine the best background snippet, we set
the background threshold at 0.85. The weight parameter λ is set to 0.5 and
γ1 = 0.7, γ2 = 1.0, γ3 = 1.0. The parameter selection experiments are detailed
in the supplementary materials.

4.3 Comparison with State-of-the-art Methods

In Table 1, we apply our method to the backbone of SF-Net and LACP,
respectively, and compare them under different levels of supervision on THU-
MOS’14 [8]. We also show our comparison experiment with the state-of-the-art
methods HR-Pro [54] in our supplementary materials. The results demonstrate
that our method achieves improvements across different backbones, indicating
its versatility. It can be observed that due to the dense data provided by fully
supervision, the mAP of the fully supervision task at high IoU is significantly
better than that of weakly supervision. We utilize single-frame labels to search
for the boundary and assign pseudo labels to all snippets as comprehensively as
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Table 3: Comparison of different branch of the dual broundary detector on THU-
MOS’14. AVG represents the average mAP at the IoU thresholds [0.1 : 0.1 : 0.7].

Boundary Detector mAP@IoU(%) AVG
0.1 0.3 0.5 0.7 [0.1:0.7]

Baseline(LACP) 75.4 64.3 45.0 20.4 52.4

Fine-grained
Boundary 76.9 66.4 46.4 21.1 53.8

Coarse-grained
Boundary 77.1 65.6 46.7 21.3 53.8

Dual
Boundary 77.7 66.0 47.0 22.0 54.1

Table 4: Ablation study on THUMOS’14 with LACP as backbone. AVG represents
the average mAP at the IoU thresholds [0.1 : 0.1 : 0.7].

Lcls BAG LKL
mAP@IoU(%) AVG

0.1 0.3 0.5 0.7 [0.1:0.7]
75.4 64.3 45.0 20.4 52.4

✔ 77.2 65.4 45.1 19.4 52.7
✔ ✔ 77.8 66.4 46.4 21.1 53.8
✔ ✔ 77.5 65.4 46.4 21.3 53.7
✔ ✔ ✔ 77.7 66.0 47.0 22.0 54.1

possible to compensate for sparse point supervision. Taking LACP [11]+SMBD
as an example, we can notice the performance improvements on average mAP,
e.g ., 2.6% on average mAP@[0.1:0.5] and 2.4% on average mAP@[0.3:0.7]. Ad-
ditionally, we conduct similar experiments on SF-Net [22] and the results show
significant performance improvement compared to the baseline.

We also provide experimental results on the GTEA [6] and BEOID [13]
benchmarks in Table 2. In both datasets, our method has shown evident per-
formance boosts under all thresholds compared to the baseline, verifying the
efficacy of the proposed boundary detector.

4.4 Ablation Study

Impact of the Dual Boundary Detector. In table 3, we perform abla-
tion experiments on each branch of the dual boundary detector to isolate their
contributions. The addition of any individual branch alone improves the average
mAP by 1.4% compared to the baseline. We fuse the two boundaries and the per-
formance surpasses that of any single branch added individually, demonstrating
the effectiveness of the Dual-branch approach.

Effectiveness of individual component. To further analyze the contribu-
tion of model components compared to the baseline setting, we perform a set of
ablation studies on THUMOS’14. The results are summarized in table 4. Training
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High Jump23.4 31.2
23.0 High Jump 32.5

10.2 20.7
HammerThrow14.1 20.48

11.3 HammerThrow 20.4

23.0 32.4High Jump

HammerThrow

Baseline
SMBD

Baseline
SMBD

Time(sec)
Predicted boundaryGrouunGround Truth

Fig. 3: Comparison with LACP [11] on the accuracy of the boundary snippet detected
during training. We provide two examples with action classes of HighJump and Ham-
merThrow. From the results, it can be seen that after incorporating DBD, the detected
boundaries become more accurate.

with boundary detector alone improves the average mAP by 0.3% compared to
the baseline. After incorporating background anchor for background detection,
the average mAP increases by 1.4% due to improved accuracy in determining
background snippets. Adding KL-loss results in a further average mAP increase
of 1.3%, as the model penalizes noise around the boundaries. The last row ex-
perimental results indicate that the three components complement each other,
leading to an overall improvement of 1.7%.

Impact of the Background Anchor Generator. We also compared
SMBD with LACP in terms of the boundaries obtained during training in Ap-
pendix and provide some qualitative results in Fig. 3. We calculate the distance
between the predicted boundaries and the ground truth (GT) for each video,
and then count the number of videos. The boundaries obtained by SMBD have
a smaller discrepancies with GT, and the accuracy of distance ∈ [0, 5] improves
6.5%, more details are shown in the supplementary materials.

4.5 Qualitative Results

To further validate the effectiveness of the proposed method, we provide
some qualitative results using LACP [11] and our model on test videos in THU-
MOS’14. [8] for comparison. We visualize several results in Fig. 4. As is evident,
the localization performance of LACP neglects some snippets near the bound-
aries. On the contrary, our method provides more accurate detection results and
a clearer distinction of boundaries, which demonstrate the effectiveness of our
method.
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CAS
(LACP)

localization
(LACP)

CAS
(Ours)

localization
（Ours）

GT

Fig. 4: Qualitative comparison of our proposed method with LACP [11] on THU-
MOS’14. We provide an example with action classes of HighJump. The first row is
the input video, the lower two rows are class-specific activation sequence (CAS) and
the localization results of LACP. The third and fourth rows are CAS and localization
results from Ours. The bottom row is the ground-truth intervals. It can be seen that
our detection results show higher IoUs with the ground truths.

5 Conclusion

In this paper, we presented a new strategy for point-supervised temporal ac-
tion localization, where more action snippets are assigned pseudo labels during
training. Specifically, we introduce the new concept of Background Anchor and
conduct a boundary detection via our dual boundary detector. Subsequently,
we assign pseudo labels to each snippet of the video based on the detected ac-
tion boundaries. To mitigate noise around the action boundaries, we employ the
KL divergence loss, which penalizes inconsistencies between pseudo labels and
predicted scores. Experimental results validate that our background anchor gen-
erator can enhance the accuracy of pseudo backgrounds, while the dual boundary
detector effectively improves the localization precision of action instances. More-
over, our method achieves significant improvements across different backbone
architectures on three benchmarks.
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