
Appendix of UniCode :
Learning a Unified Codebook for Multimodal

Large Language Models

In this appendix, we delve deeper into both quantitative and qualitative as-
pects of our experimental outcomes. Firstly, we elaborate on the implementation
details of UniCode in Section 1, followed by further discussion of our approach
in Section 2. Subsequently, in Section 3, we conduct comparison experiments
using additional benchmarks in Visual Question Answering (VQA). Lastly, Sec-
tion 4 showcases a range of qualitative results derived from image generation
tasks across various configurations.

1 Additional Implementation Details

In this study, we utilize Vicuna-7b [2] as the foundational Large Language Model
(LLM) for the development of our UniCode. To refine the LLM with greater effi-
ciency, we adopt the LoRA training technique [4]. However, due to computational
resource limitations, this research does not explore the use of larger LLMs or
engage in full-parameter fine-tuning, with these aspects earmarked for future in-
vestigation. Considering the training data, we ensure its compatibility with the
LLaVA1.5 format [9]. For tasks related to multimodal understanding and text-
driven image generation, our model training integrates the LCS-558K image-
text pair dataset [9] with the Conceptual Captions 3M (CC3M) dataset [10].
For unconditioned and class-conditioned generation tasks, UniCode is trained
using a combination of LCS-558K data and corresponding downstream datasets
from LSUN (cat, bedroom, and church) and ImageNet. We adhere to a train-
ing protocol similar to that of LLaVA-1.5, with each training run comprising
approximately 6 hours of pretraining followed by 20 hours of visual instruction
tuning, utilizing 8 NVIDIA A100 40G GPUs. All experiments in this paper are
carried out on 2× 8 NVIDIA A100 40G GPUs. It is important to note that our
UniCode does not claim superior efficiency in per-token generation compared to
the original LLaMA model. Instead, one of its principal advantages lies in its ca-
pacity to represent images with a reduced number of tokens, thereby facilitating
the processing of extended memories across multiple frames.

2 Additional Discussion

In this paper, we have demonstrated the promising potential of employing a uni-
fied codebook for multimodal large language models. However, there are several
facets of this approach that we have not been able to comprehensively tackle.
We aim to delve deeper into these aspects in our forthcoming research. Below,
we provide a brief overview of some of these areas for future exploration.
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Imbalance between Image and Text Data Volumes. This observed dis-
crepancy can primarily be attributed to the constrained access to high-quality
image captions. For text generation, our instructional dataset, following Liu et
al. [8], contains only LCS-558K image-text pairs. In stark contrast, the scope for
collecting images to enhance a model in image generation tasks seems almost
limitless. For instance, 3 million images from CC3M, 1 million from ImageNet,
and another 3 million from LSUN-cat categories. A significant challenge we en-
counter is the effective amalgamation of this extensive image generation data
with the comparatively sparse text generation data. In our present endeavor, we
have approached this challenge by simply combining the text generation dataset
with the corresponding image dataset for each benchmark within image genera-
tion tasks. Therefore, the scale of image generation data can be limited.
Limitation of Visual Tokenization in Detail Capture. Our visualization
examples of image reconstruction clearly illustrate that existing VAE-style vi-
sual tokenizers struggle to capture fine details, especially in text and faces. This
shortfall potentially contributes to the significant performance gap observed be-
tween UniCode and LLaVA across related benchmarks.
Gap in Linking Visual Codes to Semantic Meaning. In our study, the
exploration of how codes within the unified codebook correlate with seman-
tic content remains untouched. Initiatives such as SPAE [11] have suggested
leveraging robust image-text matching models like CLIP for semantic guidance,
thereby enhancing the semantic richness of the codes. This aspect is not ad-
dressed here. Additionally, the existence of a positive correlation between visual
and text generation data has not been established in our research. The notable
lack of high-quality image captions relative to the abundance of images presents
a significant challenge in effectively merging these two types of data for more
efficient instruction tuning during practical training. Addressing these issues will
be the focus of our future investigations.

Table 1: Comparison with MLLMs on additional VQA benchmarks. UniCode achieves
competitive results against other top MLLMs while requiring less data and fewer pa-
rameters for its visual tokenizer. Here, “M2T” and “M2M” refer to the model’s capability
to generate either text only or multiple modalities. “Vis-P”, “PT” and “IT” represent
the number of parameters in the visual encoder, the number of samples for multimodal
alignment, and instruction tuning, respectively.

Method Type LLM Vis-P PT IT GQA SEED LLaVAW MM-Vet

BLIP-2 [7] M2T Vicuna-13B 303M 129M 0 41.0 46.4 38.1 22.4
InstructBLIP [3] M2T Vicuna-7B 303M 129M 1.2M 49.2 53.4 60.9 26.2
Qwen-VL [1] M2T Qwen-7B 1.8B 1.4B 50M 59.3 56.3 - -
LLaVA-1.5 M2T Vicuna-7B 303M 558K 665K 62.0 61.6 70.7 35.4

UniCode M2M Vicuna-7B 104M 0 665K 44.6 38.3 52.1 12.7
UniCode+ M2M Vicuna-7B 1B 0 665K 50.6 48.1 62.7 23.1
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3 Additional Experimental Results

Fig. 1: Raw images of image reconstruction ex-
amples in our main paper.

We extend our experimental com-
parison to additional VQA bench-
marks, as detailed in Table 1.
These benchmarks feature di-
verse datasets, including GQA [5],
SEED-Bench [6] (SEED), LLaVA-
Bench-in-the-Wild (LLaVAW) [9],
and MM-Vet [12]. The outcomes
from these comparisons clearly
demonstrate that enhancements
in visual configuration signifi-
cantly boost performance across
these benchmarks. Such results
certainly highlight the effective-
ness and the considerable poten-
tial of our UniCode in the realm
of multimodal understanding.

Fig. 2: Qualitative examples of class-conditioned image generation on the category
“junco” in ImageNet.

4 Additional Qualitative Examples

In our main paper, we showcase qualitative examples to highlight the image
reconstruction capabilities of our proposed UniCode. For a comparative analy-
sis, Figure 1 displays the original, unaltered images. It is evident that current
VAE tokenizers falter in accurately capturing intricate details, notably in text
and facial features. Furthermore, we present a selection of visualizations demon-
strating the outcomes of class-conditioned image generation on ImageNet,
specifically featured in Figures 2, 3, 4, and 5 for a variety of categories. In ad-
dition, we showcase unconditioned image generation results on LSUN-{cat,
bedroom, church} as depicted in Figures 6, 7, and 8, respectively. Lastly, we
offer illustrations of text-conditioned image generation using the CC3M
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dataset in Figure 9, in order to further exemplify the versatility of UniCode’s
generative capabilities.

Fig. 3: Qualitative examples of class-conditioned image generation task on the category
“goldfish” in ImageNet.

Fig. 4: Qualitative examples of class-conditioned image generation task on the category
“cup” in ImageNet.

Fig. 5: Qualitative examples of class-conditioned image generation task on the category
“television” in ImageNet.



UniCode 5

Fig. 6: Qualitative examples of unconditional image generation task on LSUN-Cat.
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Fig. 7: Qualitative examples of unconditional image generation task on LSUN-
Bedroom.
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Fig. 8: Qualitative examples of unconditional image generation task on LSUN-Church.
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Fig. 9: Qualitative examples of text-conditioned image generation task on CC3M.
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