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Abstract. In recent years, 3D Gaussian splatting has emerged as a pow-
erful technique for 3D reconstruction and generation, known for its fast
and high-quality rendering capabilities. Nevertheless, these methods of-
ten come with limitations, either lacking the ability to produce diverse
samples or requiring prolonged inference times. To address these short-
comings, this paper introduces a novel diffusion-based framework, GV-
GEN, designed to efficiently generate 3D Gaussian representations from
text input. We propose two innovative techniques: (1) Structured Volu-
metric Representation. We first arrange disorganized 3D Gaussian points
as a structured form GaussianVolume. This transformation allows the
capture of intricate texture details within a volume composed of a fixed
number of Gaussians. To better optimize the representation of these de-
tails, we propose a unique pruning and densifying method named the
Candidate Pool Strategy, enhancing detail fidelity through selective op-
timization. (2) Coarse-to-fine Generation Pipeline. To simplify the gen-
eration of GaussianVolume and empower the model to generate instances
with detailed 3D geometry, we propose a coarse-to-fine pipeline. It ini-
tially constructs a basic geometric structure, followed by the prediction
of complete Gaussian attributes. Our framework, GVGEN, demonstrates
superior performance in qualitative and quantitative assessments com-
pared to existing 3D generation methods. Simultaneously, it maintains a
fast generation speed (∼7 seconds), effectively striking a balance between
quality and efficiency. Our project page is https://gvgen.github.io/.

Keywords: Text-to-3D Generation · Feed-forward Generation · 3D Gaus-
sians

1 Introduction

The development of 3D models is a pivotal task in computer graphics, garner-
ing increased attention across various industries, including video game design,
film production, and AR/VR technologies. Among the different aspects of 3D
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modeling, generating 3D models from text descriptions has emerged as a partic-
ularly intriguing area of research due to its accessibility and ease of use. Various
methods [17, 33, 35] have been proposed to handle the task. Still, it continues
to present difficulties owing to the ambiguity of texts and intrinsic domain gap
between text description and corresponding 3D assets.

Previous text-to-3D approaches can be broadly classified into two categories:
optimization-based generation [9, 35, 43, 50] and feed-forward generation [20, 25,
33, 34, 42]. Optimization-based methods have become rather popular recently,
due to the rapid development of text-to-image diffusion models [13, 38]. These
methods usually optimize 3D objects conditioned on texts or images through
Score Distillation Sampling (SDS) [35], distilling rich knowledge from 2D im-
age generation models. Despite yielding impressive results, optimization-based
methods face the Janus problem [35], manifesting as multiple faces or over-
saturation problems. Additionally, the optimization of a single object can be
prohibitively time-consuming, requiring extensive computational effort. Contrar-
ily, feed-forward approaches strive to generate 3D assets directly from text de-
scriptions, thus sidestepping the Janus problem and significantly hastening the
generation process. Our work is closely related to feed-forward-based methods.
However, feed-forward methods that utilize multi-view generation models of-
ten create lower-resolution 3D assets than their multi-view image counterparts.
Moreover, models directly generating 3D objects from texts often encounter dif-
ficulties with semantics when complex prompts are used.

Different from previous feed-forward-based methods like [20] that follow a
text-2D-3D framework, our method proposes to generate 3D assets via directly
learning 3D representation. In this study, we introduce an innovative and stream-
lined coarse-to-fine generation pipeline, GVGEN, for generating 3D Gaussians di-
rectly from text descriptions. Leveraging the highly expressive and fast-rendering
capabilities of 3D Gaussians, our method achieves not only promising results but
also maintains rapid text-to-3D generation and rendering. As shown in Fig. 1,
our method consists of two stages: GaussianVolume fitting and text-to-3D gener-
ation. In the first stage, we introduce GaussianVolume, a structured volumetric
form composed of 3D Gaussians. Achieving this is challenging due to the sparse
and unstructured nature of optimizing original Gaussians. To address this, we
introduce a novel Candidate Pool Strategy for pruning and densification. The
approach allows for fitting high-quality volumetric representation of Gaussians,
rather than unordered points, making the generation process more conducive for
a diffusion-based framework, as is utilized in the following step.

Despite the GaussianVolume establishing a structured volumetric framework
that integrates seamlessly with existing diffusion pipelines, the intrinsic complex-
ity of rich features of 3D Gaussians presents significant challenges. Specifically,
capturing the distribution of a vast amount of training data effectively becomes
difficult, resulting in hard convergence for the diffusion model. Addressing these
challenges, we partition the text-to-3D generation into two steps: coarse geom-
etry generation and Gaussian attributes prediction. To be more specific, in the
first step, we employ a diffusion model to generate the coarse geometry of ob-
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jects, termed the Gaussian Distance Field (GDF) - an isotropic representation
outlining the proximity of each grid point to the nearest Gaussian point’s center.
Following this, the generated GDF, in conjunction with text inputs, is processed
through a 3D U-Net-based model to predict the attributes of GaussianVolumes,
ensuring enhanced control and model convergence.

To the best of our knowledge, this is the first study to directly feed-forward
generate 3D Gaussians from texts, exploring new avenues for rapid 3D content
creation and applications. Our main contributions are summarized as follows:

– We introduce GaussianVolume, a structured, volumetric form consisting of
3D Gaussians. Through the innovative Candidate Pool Strategy for pruning
and cloning, we accommodate high-quality GaussianVolume fitting within a
fixed volumetric resolution. This framework seamlessly integrates with exist-
ing generative networks, leveraging the inherent advantages of 3D Gaussians
for explicit and efficient representation.

– We propose GVGEN, an efficient text-to-3D coarse-to-fine generation pipeline
that first generates geometry volume and then predicts detailed Gaussian at-
tributes, better controlling diverse geometry and appearances of generated
assets. GVGEN achieves a fast speed (∼7 seconds) compared with baseline
methods, effectively striking a balance between quality and efficiency.

– Compared with existing baselines, GVGEN demonstrates competitive capa-
bilities in both quantitative and qualitative aspects.

2 Related Works

2.1 Text-to-3D Generation

Generating 3D objects conditioned on texts has become a challenging yet promi-
nent research area in recent years. Previous approaches [17,31] utilize CLIP [36]
as a prior for 3D asset optimization but lacked realism and fidelity. With the rise
of text-to-image generative models [13,38], Dreamfusion [35] leverages Score Dis-
tillation Sampling (SDS) to generate diverse 3D objects, drawing on the rich prior
knowledge embedded in these models. Subsequently, some works [7, 22, 26, 27]
focus on modeling and learning multi-modal attributes of objects (e.g. col-
ors, albedo, normals, and depths), to enhance consistency. ProlificDreamer [43]
and LucidDreamer [23] introduce novel losses to improve the quality. Some
studies [16, 24, 39, 40, 51] explore predicting multi-views for objects, followed
by using feed-forward methods or SDS-based optimization to generate 3D ob-
jects. Moreover, integrating the recently proposed 3D Gaussian Splatting [6,19],
works [9, 41, 48] lead to improvements in convergence speed for text-to-3D ob-
ject generation. However, these methods still require significant generation time
(∼hours) per object or face 3D inconsistency of generated objects.

As the emergence of large-scale 3D datasets [11, 12], Feed-forward models
are trained to reduce the generation time. Point-E [33] and Shap-E [18], trained
on millions of 3D assets, generate point clouds and neural radiance fields re-
spectively. 3D VADER [34] trains auto-decoders to fit latent volumes and uses
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Fig. 1: Overview of GVGEN. Our framework comprises two stages. In the data
pre-processing phase, we fit GaussianVolumes (Sec. 3.1) and extract coarse geometry
Gaussian Distance Field (GDF) as training data. For the generation stage (Sec. 3.2),
we first generate GDF via a diffusion model, and then send it into a 3D U-Net to
predict attributes of GaussianVolumes.

them to train the diffusion model. Similarly, VolumeDiffusion [42] trains an effi-
cient volumetric encoder to produce training data. Despite these advancements,
text-to-3D Gaussian generation remains largely unexplored, primarily due to the
complexity of organizing disorganized Gaussians. Our work introduces a coarse-
to-fine pipeline to feed-forward generate 3D Gaussians from texts, by first gen-
erating the object’s coarse geometry and then predicting its explicit attributes,
pioneering in the direct generation of 3D Gaussians from text descriptions.

2.2 Differentiable 3D Representation

Since the proposal of Neural Radiance Field [30], various differentiable neural
rendering methods [2, 3, 5, 32] have emerged, demonstrating remarkable capa-
bilities in scene reconstruction, novel view synthesis, and 3D generation tasks.
Instant-NGP [32] employs feature volumes for accelerations by querying features
only at the corresponding spatial positions. Works [3,5] decompose features into
lower dimensions for faster training and less storage. However, they still have
some shortcomings compared with point-based rendering methods [4, 47] in the
aspects of rendering speed and explicit manipulability.

In recent research, 3D Gaussian Splatting [19] has received widespread at-
tention. It adopts anisotropic Gaussians to represent scenes, achieving real-time
rendering and facilitating downstream tasks like 3D generation [37,46,49], scene
editing [8] and dynamic scene rendering [44]. We introduce a strategy to fit 3D
Gaussians as a structured volumetric form called GaussianVolume, which al-
lows for good integration with the existing generation pipeline, leveraging the
advantages of 3D Gaussians and achieving fast generation and rendering speeds.
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Fig. 2: Illustration of GaussianVolume Fitting. We organize a fixed number of
3D Gaussians in a volumetric form, termed GaussianVolume. By using position offsets
to express slight movements from grid points to Gaussian centers, we can capture the
details of objects. The proposed Candidate Pool Strategy (CPS) (Sec. 3.1) enables
effective pruning and densification with a pool storing pruned points.

3 Methodology

Our text-to-3D generation framework (Fig. 1), GVGEN, is delineated into two
pivotal stages: GaussianVolume fitting (Sec. 3.1) and text-to-3D generation (Sec. 3.2).
Initially, in the GaussianVolume fitting stage, we propose a structured, volumet-
ric form of 3D Gaussians, termed GaussianVolume. We fit the GaussianVolume
as training data for the generation stage. This stage is crucial for arranging dis-
organized point-cloud-like Gaussian points as a format more amenable to neural
network processing. To address this, We use a fixed number (i.e. fixed volume res-
olution for the volume) of 3D Gaussians to form our GaussianVolume (Sec. 3.1),
thereby facilitating ease of processing. Furthermore, we introduce the Candidate
Pool Strategy (CPS) for dynamic pruning, cloning, and splitting of Gaussian
points to enhance the fidelity of fitted assets. Our GaussianVolume maintains
high rendering quality with only a small number (32,768 points) of Gaussians.

In the phase of generation Sec. 3.2, we first use a diffusion model conditioned
on input texts to generate the coarse geometry volume, termed Gaussian Dis-
tance Field (GDF), which represents the geometry of generated objects. Sub-
sequently, a 3D U-Net-based reconstruction model utilizes the GDF and text
inputs to predict the attributes of the final GaussianVolume, thus achieving the
generation of detailed 3D objects from text descriptions.

3.1 Stage1: GaussianVolume Fitting

The original 3D Gaussian Splatting offers fast optimization and real-time render-
ing. However, its lack of structure makes it challenging for 3D neural networks
to process effectively. Directly generating 3D Gaussians through networks in-
volves integrating existing point cloud networks, treating Gaussians as carriers
of semantically rich features. However, previous work [45] has pointed out the
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Algorithm 1: GaussianVolume Fitting with Candidate Pool Strategy
Input: The number of Gaussian points N with assigned positions p, total

iteration times T , multi-view images I with camera poses V , prune
and densify conditions τp, τd

Output: GaussianVolume G, a volumetric form composed of a fixed number
of 3D Gaussians

1 t← 0; // Iteration Time
2 G← Initialize(N, p); // Initialize Gaussian Points
3 P ← ∅; // Initialize Candidate Pool
4 while t < T do
5 Î ← Rasterize(G,V ); // Rendering
6 L ← Loss(I, Î); // Loss
7 G ← Optimize(∇L); // Update Gaussian Attributes
8 if IsRefinementIteration(t) then
9 Gp ← PrunePoints(G, τp); // Determine Pruned Points

10 G,P ← AddPointsToPool(Gp, G, P ); // Make Gp "Deactivated"
11 Gd ← DensifyPoints(G, τd); // Determine Densified Points in G
12 Gnew ← FindPointsInPool(Gd, P ); // Find Added Points in P
13 G,P ← RemovePointsFromPool(Gnew, G, P ) ; // Make Gnew

"Activated"
14 end
15 if EndRefinementIteration(t) then
16 ReleasePool(G,P ); // Make All Points "Activated"
17 end
18 end

difficulty of directly generating point clouds with only 3-dimensional color fea-
tures. Extending such methods, especially for high-dimensional Gaussians, may
make the learning process very challenging. We also attempted to extend pre-
vious work [29] using point cloud diffusion to generate 3D Gaussians, while the
results were disappointing.

Recent works [46,52] propose hybrid representations combining 3D Gaussians
with triplane-NeRF, utilizing point clouds for geometry and triplane features for
texture querying, to finally decode 3D Gaussians. While these methods demon-
strate effectiveness, the reconstructed results are heavily constrained by the ac-
curacy of predicted point clouds and lose the direct operability advantage of 3D
Gaussians. In light of these challenges, we introduce GaussianVolume, which is a
volume composed of a fixed number of 3D Gaussians. This innovation facilitates
the processing of 3D Gaussians by existing generation and reconstruction mod-
els, retaining the efficiency benefits of Gaussians. The illustration of the fitting
process can be found in Fig. 2.

GaussianVolume In 3D Gaussian Splatting [19], features of 3D Gaussians G
include: a center position µ ∈ R3, covariance matrix Σ, color information c ∈ R3

(when SH order=0) and opacity α ∈ R. To better optimize the covariance matrix,



GVGEN: Text-to-3D Generation with Volumetric Representation 7

Σ is analogous to describing the configuration of an ellipsoid via a scaling matrix
S ∈ R3 and a rotation matrix R ∈ R3×3, satisfying:

Σ = RSSTRT . (1)

In the implementation, S,R could be stored as a 3D vector s ∈ R3 and a quater-
nion q ∈ R4, respectively. With these differentiable features, 3D Gaussians can
be easily projected to 2D splats and employ neural point-based α-blending tech-
nique to render 2D-pixel colors. An efficient tile-based rasterizer is used for fast
rendering and backpropagation.

In this work, we represent each object with a volume V ∈ RC×N×N×N com-
posed of 3D Gaussians, which is trained from multi-view images of the object.
Here, C,N represent the number of feature channels and volume resolution re-
spectively, and the number of 3D Gaussians is N3. We follow the convention
and rendering methods in original works, but use position offsets ∆µ to express
slight movements between the position p of each grid point in the volume and
the center µ of the Gaussian point it represents:

µ = p+∆µ. (2)

During the fitting phase, we only apply the backward operation on the offsets
∆µ, which allows the expression of more fine-grained 3D assets and also imposes
a restriction to form better structures. Due to the fixed number of Gaussians,
we cannot directly apply the original strategy for densification control. Instead,
we propose the Candidate Pool Strategy for effectively pruning and cloning.

Candidate Pool Strategy We can not directly apply the original interleaved
optimization/density strategy to move 3D Gaussians , due to the dynamical
changes in the number of Gaussians not suitable for a fixed number of Gaus-
sians. Densifying or pruning Gaussians freely is not allowed since Gaussians are
bijective with assigned grid points. A naive way to avoid the problem is to only
adjust the offsets ∆µ relying on gradient back-propagation. Unfortunately, we
experimentally found that the movement range of Gaussian centers becomes
largely limited without an optimization/density strategy, which leads to lower
quality and inaccurate geometry (see Fig. 7(a)). For this reason, we propose a
novel strategy (Algorithm 1) to densify and prune the fixed number of Gaus-
sians. The key point to our strategy is storing pruned points in a candidate pool
P for later densification.

We initially align Gaussian centers, µ, with assigned positions, p and set
offsets ∆µ = 0 (Line 2 in Algorithm 1). The candidate pool P is initialized
as an empty set (Line 3). This pool stores "deactivated" points, refering to
pruned points during optimization – they are not involved in the forward and
backward process. We optimize each asset for T iterations. Following original
3DGS [19], thresholds τp, τd on view-space position gradients are used for pruning
and densifying every fixed iterations (IsRefinementIteration(t) in Line 8).



8 He et al.
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Fig. 3: Visualization of GaussianVolume Fitting. The rendering results demon-
strate excellent reconstruction performance of GaussianVolumes.

During the refining process, once Gaussian points Gp are pruned with pre-
defined threshold τp, they are added into candidate pool P , making them "deac-
tivated" for rendering and optimization (Lines 9-10). For densification, we first
determine points Gd that should be densified in the "activated" set of Gaus-
sians G. Then newly added points Gnew are selected from candidate pool P via
some criterion (e.g., we use the nearest point within a certain distance ϵoffsets
to the densified points Gd). The corresponding coordinate offsets for the added
points are calculated. They become "activated" for both forward and backward
processes and are subsequently removed from the candidate pool P (Lines 11-
13). At the end of optimization/density, all points in the candidate pool are
reintroduced into the optimization for further refinement (Lines 15-17).

This strategy ensures that Gaussian points can adaptively move during the
optimization process, to represent more intricate object shapes. Simultaneously,
the resulting structured volumetric form maintains its physical meaning, demon-
strating a balance between adaptability and well-defined structure.

Training Loss The final loss for supervision is the original loss used in 3D
Gaussian Splatting adding a regularization loss:

Loffsets = Mean(ReLU(|∆µ− ϵoffsets|)), (3)

where ϵoffsets is a hyper-parameter, to restrict the center of 3D Gaussians not
too far from their corresponding grid points,

Lfitting = λ1L1 + λ2LSSIM + λ3Loffsets (4)

After training, the points are sorted in spatial order according to volume co-
ordinates as training data for the generation stage. Once the training is over,
2D images of target objects could be rendered at an ultra-fast speed since each
GaussianVolume is rather lightweight. More implementation details can be found
in the supplemental materials.
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3.2 Stage2: Text-to-3D Generation

As discussed in work [42], 3D volume space is high-dimensional, which poten-
tially poses challenges in training the diffusion model. Empirically, we found that
even though we form 3D Gaussians as a volumetric structure, it still takes too
long for model convergence when training with a large amount of data. More-
over, learning the data distribution of GaussianVolumes from diverse categories
via a single diffusion model causes it to collapse to the single-step reconstruction,
leading to the degradation of generation diversity. To overcome these challenges,
we introduce a coarse-to-fine pipeline that first generates coarse geometry vol-
umes (Gaussian Distance Field, GDF) and then predicts the attributes of the
GaussianVolume. In the first step, we adopt a diffusion model conditioned on
input texts to generate GDF. In the second step, we employ a 3D U-Net-based
model to predict the attributes of Gaussians by inputting the GDF along with
the text condition, leading to the final GaussianVolume.

Gaussian Distance Field Generation The Gaussian Distance Field (GDF)
F ∈ R+

0

1×N×N×N stores an isotropic feature representing the fundamental geom-
etry of a GaussianVolume. It measures the distance between each grid coordinate
and its nearest Gaussian point, similar to the definition of Unsigned Distance
Field. This attribute can be easily extracted from fitted GaussianVolumes via
sorting algorithms. After obtaining the ground truth GDF, we train a diffusion
model conditioned on texts to generate GDF, creating the coarse geometry of
objects. The model is supervised by minimizing Mean Square Error (MSE) loss
L3D between the ground truth GDF and the generated GDF, which is equivalent
to predicting added noises in the diffusion process. Using diffusion models, the
generation diversity with respect to object shape is introduced.

GaussianVolume Prediction After generating GDF, we send it into a U-
Net-based model modified from SDFusion [10], along with text descriptions, to
predict all attributes of the GaussianVolume. The reason why a reconstruction
model is adopted is that we empirically found that the single-step model produces
comparable predictions of Gaussian attributes with a diffusion model.

We use two kinds of losses in this phase: MSE loss L3D between ground truth
GaussianVolume and the predicted one, and rendering loss L2D:

L2D = λL1 + (1− λ)LSSIM (5)

for rendered images, which are composed of L1 and SSIM loss. The total loss is,

L = λ3DL3D + λ2DL2D (6)

Using a multi-modal loss balances global semantic and local details, and keeps
the training process more stable. More implementation details about model ar-
chitectures and data processing can be found in the supplemental materials.
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Fig. 4: Comparisons with State-of-the-art Text-to-3D Methods. Our method
achieves competitive visual results with better alignments with text conditions.

4 Experiments

4.1 Baseline Methods and Dataset

Baseline Methods We compare with both feed-forward-based methods and
optimization-based methods. Across the former methods, we evaluate Shap-
E [18] and VolumeDiffusion [42], both of which directly generate 3D assets.
For latter ones, we consider DreamGaussian [41] as the baseline, where coarse
3D Gaussians undergo optimization with SDS loss [35] and are converted into
meshes for further refinement. For VolumeDiffusion, we report results generated
in the feed-forward process, without post-optimization using SDS via pretrained
text-to-image models, to ensure fair comparisons with other methods.
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Fig. 5: Text-to-3D Generation Results by GVGEN.

Dataset Our training dataset comprises the Objaverse-LVIS dataset [12], which
contains ∼ 46,000 3D models in 1,156 categories. For text prompts for training,
we use captions from Cap3D [28], which leverages BLIP-2 [21] to caption multi-
view images of objects and consolidates them into single captions through GPT-
4 [1]. For evaluation, we generate 100 assets and render 8 views for each asset.
The camera poses for these views are uniformly sampled around the object.

4.2 Qualitative and Quantitative Results

GaussianVolume Fitting We present the reconstruction results of Gaussian-
Volume Fitting in Fig. 3. These results demonstrate that the proposed Gaus-
sianVolume can express high-quality 3D assets with a small number of Gaussian
points under the volume resolution N = 32. Higher resolutions yield better
rendering effects but require more computational resources for the generation
stage. Additional ablation studies about fitting GaussianVolume could be found
in Sec. 4.3 and the supplemental materials.
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Fig. 6: Display of Generation Diversity. (a) displays diverse results with the same
text prompt via GVGEN. (b) shows the comparisons among our image-conditioned
GVGEN, OpenLRM [14] and TGS [52]. The single-view reconstruction models suffer
from the problem of average patterns, leading to implausible shapes and textures in
unseen regions, while GVGEN produces reasonable appearances and geometries.

Text-to-3D Generation We provide visual comparisons and quantitative anal-
yses of our method and existing baselines in Fig. 4 and Tab. 1, respectively.
As depicted in the figure, our model generates reasonable geometry and plau-
sible textures. Shap-E [18] can produce rough shapes but sometimes result in
misaligned appearances with respect to the input texts. VolumeDiffusion [42]
tends to generate unrealistic textures. And DreamGaussian [41], which adopts an
optimization-based approach, always produces over-saturated results. For quan-
titative results, we compare the CLIP score between rendered images and the
corresponding texts, and also the generation time of these methods. We randomly
select 300 text prompts for evaluation from the 40 LVIS categories containing
the highest number of objects. For each object, we render 8 views in uniformly
sampled camera poses. To measure generation time, we set the sampling steps
to 100 for diffusion-based methods. The configuration of DreamGaussian [41]
follows the default settings. Refer to Fig. 5 for more generation results.

Generation Diversity As depicted in Fig. 6(a), GVGEN can generate diverse
assets conditioned on the same prompt. The generative diversity of our method
not only differentiates it from reconstruction approaches but also heightens the
imaginative capabilities of users. Furthermore, we develop an image-to-3D model
conditioned on CLIP image embeddings and compare the results with the re-
cently popular single-image reconstruction models TGS [52] and LRM [15] (See
Fig. 6(b)). We use OpenLRM [14] as an alternative to the close-sourced LRM.
The single-view reconstruction models suffer from the problem of average pat-
terns, leading to implausible shapes and textures in unseen regions, while GV-
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Table 1: Quantitative Comparisons against Baseline Methods on CLIP
Score and Inference Speed.

Metrics CLIP score ↑ Time ↓

Ours 28.53 7 sec
Shap-E 28.48 11 sec

VolumeDiffusion 25.09 7 sec
DreamGaussian 23.60 ∼3 min

View 1

View 2

Ground truth Full w/o CPS w/o offsets

View 1

View 2

Ground truth Full w/o               w/o  
(a) (b)

Fig. 7: Qualitative Results for Ablation Studies. (a) represents visual compar-
isons of different GaussianVolume fitting methods. (b) stands for results using different
losses to train the GaussianVolume prediction model.

GEN produces reasonable appearances and geometries. Such comparisons accen-
tuate the critical difference between GVGEN and reconstruction methods.

4.3 Ablation Studies

GaussianVolume Fitting We first study the effects of strategies fitting Gaus-
sianVolume via visual comparisons. In these ablation experiments, 3D assets are
trained with 72 images, with camera poses uniformly distributed at a distance
of 2.4 from the world center, and evaluated with 24 images posed uniformly at a
distance of 1.6. We set volume resolution N = 32, i.e. number of Gaussian points
N3 = 32, 768. The full method, as used in the data preparation stage, performs
the best in terms of rendering results, even with only 32, 768 Gaussians. "w/o
CPS" refers to optimizing coordinate offsets ∆µ only via backpropagation, while
"w/o offsets" means fixing Gaussian coordinates µ = p without optimizing point
positions. Fig. 7(a) shows that using the full method produces the best rendering
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Table 2: Quantitative Metrics for Ablation Studies. The left table analyzes
GaussianVolume fitting strategies, while the right table compares different losses train-
ing the prediction model. For qualitative comparisons, see Fig. 7.

Metrics PSNR ↑ SSIM ↑ LPIPS ↓

Full 30.122 0.963 0.038
w/o CPS 29.677 0.958 0.049

w/o offsets 27.140 0.936 0.084

Metrics PSNR ↑ SSIM ↑ LPIPS ↓

Full 35.03 0.9872 0.0236
w/o L3D 35.21 0.9846 0.0268
w/o L2D 29.55 0.9654 0.0444

results. Tab. 2 reports the average PSNR, SSIM, and LPIPS scores, supporting
the effectiveness of the proposed strategy quantitatively.

Text-to-3D Generation Due to the computational resources required, it is
impractical to evaluate each part of our design with models trained on the full
Objaverse-LVIS dataset for our ablation study. Therefore, we train the models
on a small subset of Objaverse-LVIS to validate the effectiveness of losses in the
stage of predicting GaussianVolume attributes. Specifically, we pick 1,336 assets
themed animals from 24 LVIS categories for training.

We randomly select ∼20% of the data from the training data and evaluate
quantitative metrics with rendered novel views. Fig. 7(b) demonstrates that the
proposed multi-modal losses produce plausible results with fine-grained details,
and quantitative results are listed in Tab. 2. The combination of two types of
losses leads to more detailed textures while keeping the geometry smooth.

4.4 Limitations

GVGEN has shown encouraging results in generating 3D objects. However, its
performance is constrained when dealing with input texts significantly divergent
from the domain of training data. It is also time-consuming for fitting millions of
training data to scale up for better diversity. Additionally, the volume resolution
N is set as 32 to save computational resources, which limits the rendering effects
of 3D assets with very complex textures. In the future, we will further explore
how to generate higher-quality 3D assets in more challenging scenarios.

5 Conclusions

In conclusion, this paper explores the feed-forward generation of explicit 3D
Gaussians conditioned on texts. We innovatively organize disorganized 3D Gaus-
sian points into a structured volumetric form GaussianVolume with a novel prun-
ing and densifying strategy, i.e. Candidate Pool Strategy, enabling feed-forward
generation of 3D Gaussians via a coarse-to-fine generation pipeline. Our proposed
framework, GVGEN, demonstrates remarkable efficiency in generating 3D Gaus-
sians from texts. Experimental results demonstrate its competitive capabilities.
This progress suggests potential extensions of our approach in tackling a broader
spectrum of challenges within the field.
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