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Abstract. The ground-to-satellite image matching/retrieval was ini-
tially proposed for city-scale ground camera localization. This work ad-
dresses the problem of improving camera pose accuracy by ground-to-
satellite image matching after a coarse location and orientation have been
obtained, either from the city-scale retrieval or from consumer-level GPS
and compass sensors. Existing learning-based methods for solving this
task require accurate GPS labels of ground images for network training.
However, obtaining such accurate GPS labels is difficult, often requiring
an expensive Real Time Kinematics (RTK) setup and suffering from sig-
nal occlusion, multi-path signal disruptions, etc. To alleviate this issue,
this paper proposes a weakly supervised learning strategy for ground-to-
satellite image registration when only noisy pose labels for ground images
are available for network training. It derives positive and negative satel-
lite images for each ground image and leverages contrastive learning to
learn feature representations for ground and satellite images useful for
translation estimation. We also propose a self-supervision strategy for
cross-view image relative rotation estimation, which trains the network
by creating pseudo query and reference image pairs. Experimental results
show that our weakly supervised learning strategy achieves the best per-
formance on cross-area evaluation compared to recent state-of-the-art
methods that are reliant on accurate pose labels for supervision.

Keywords: Ground-to-satellite image matching · Cross-view image match-
ing · Weakly-supervised camera localization

1 Introduction

Camera localization is pivotal in real-world applications such as autonomous
driving, field robotics, and augmented/virtual reality. Recent research has ex-
plored various methods to approximate the coarse location and orientation of
a ground camera, such as visual retrieval techniques, consumer-level GPS and
compass, etc. To attain greater pose accuracy, other sensors like Lidar [6,21,41],
Radar [37, 38], and High Definition (HD) maps, have been investigated. How-
ever, many commercial autonomous vehicles at level two/three lack these sensors.
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Fig. 1: We derive positive and negative satellite images for each ground-view image based on its
coarse location information. A similarity map between the ground view and each satellite image is
computed when aligned at different locations. Our training objective aims to maximize the maximum
similarity in the positive similarity map while minimizing the maximum similarity in the negative
similarity map.

Maintaining and updating high-precision HD maps [18,52] is challenging and ex-
pensive. In response, satellite imagery has emerged as an inexpensive alternative
reference source due to its wide accessibility and global coverage.

We focus on ground-to-satellite camera localization, aiming to determine
a ground camera’s location and orientation relative to a geo-tagged satellite
map. Prior research [11, 17, 25, 28, 39, 40, 43, 46, 54, 57] has centered on city-scale
camera localization, employing image retrieval to match ground and satellite
images. However, image retrieval introduces errors that can span tens of me-
ters. Recent efforts have addressed this by enhancing camera pose accuracy
through ground-to-satellite image registration, guided by coarse location and
orientation estimates. Nonetheless, the significant viewpoint differences between
ground and satellite images make handcrafted features fail [31]. Learning-based
approaches [7,14,27,50,59] require a large training dataset with accurate ground
truth (GT) poses for the ground images. This often requires field surveys or the
use of specialized equipment, which can be costly and time-consuming, limit-
ing the availability of GT data, particularly for large-scale or extensive image
datasets. Furthermore, even the expensive high-accuracy RTK GPS signals can
be affected by factors such as multipath interference, signal blockage, and atmo-
spheric conditions, leading to inaccuracies in location data [8,20]. Therefore, this
paper aims to develop a weakly supervised ground-to-satellite image registration
strategy to increase the ground cameras’ pose accuracy when only coarse pose
labels for ground images are provided.

We target the 3-DoF (degree-of-freedom) pose estimation for ground cameras,
i.e., 2-DoF location and 1-DoF orientation. Under the weakly-supervised setting,
deterministic pose output by a network is suboptimal, as no GT pose is available
to supervise the network output. We resort to the recent representation learning
approaches by contrastive learning to solve this problem.

Given the coarse pose of a ground camera, we determine a satellite image
that covers the local surroundings of the camera and some satellite images that
do not cover the local surroundings, which are regarded as positive and negative
for this ground image, respectively. We utilize the signal that a ground image
is within its positive satellite image while outside its negative satellite images
to train a network. The network is trained to learn feature representations such
that the similarity between the ground and its positive satellite images at their
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optimal relative pose is more significant than between the ground and its negative
satellite images at their “optimal” relative pose.

The “optimal” relative pose for a ground-and-satellite image pair is deter-
mined by the maximum cross-view similarity when aligned at this relative pose
(among others). We follow the standard synthesis-and-matching procedure to de-
termine this “optimal” relative pose: first synthesizing an overhead-view feature
map from the ground view image and then matching it against the reference
satellite feature map. Conventional methods [7, 26] for this matching process
rotate and translate the synthesized overhead view feature map according to
predetermined candidate poses. Considering the vast search space for the 3-DoF
pose, we decouple the rotation and translation estimation and develop different
supervision strategies for them, respectively, following Shi et al. [29].

The rotation estimation is conducted first, and the framework is designed
by network regression. It takes input as the query and reference images and
outputs their relative pose. To supervise this network, we create some “satellite
and satellite” image pairs with GT relative poses. Specifically, we randomly
rotate and translate a satellite image. The transformed satellite image mimics a
synthesized overhead view image from a ground image. We train the network to
estimate the relative pose between the original and transformed satellite images.
Once the network is trained, it is leveraged to estimate the relative orientation
between a query ground image and its positive satellite image.

After this, our translation estimation framework synthesizes an overhead-
view feature map from the ground image with the orientation aligned with satel-
lite images and then matches it against a satellite feature map. The output is a
similarity (/location probability) map of the ground image with respect to the
satellite image. This process is implemented between a query image and its posi-
tive and negative satellite images, as illustrated in Fig. 1. A contrastive learning
supervision strategy is employed to train the network by maximizing the max-
imum similarity in the positive similarity map while minimizing the maximum
similarity in the negative similarity map.

We conduct experiments on KITTI [8], a popular autonomous driving dataset
where ground images are captured by a pin-hole camera with limited field-
of-view (FoV), and VIGOR [59], a well-known cross-view localization dataset
where ground images are panoramas. Experimental results demonstrate that our
method achieves the best generalization ability compared to the recent state-of-
the-art despite not requiring accurate pose labels for supervision.

Our contributions are summarized as follows:

– We propose a self-supervised relative rotation estimation strategy between
ground-and-satellite image pairs;

– We introduce a weakly-supervised translation estimation strategy for ground-
to-satellite camera pose estimation;

– Our method achieves the best cross-area generalization ability than the pre-
vious fully supervised state-of-the-art that relies on GT labels for training.
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(a) Training (b) Testing
Fig. 2: Self-supervised rotation estimator.

2 Related Work

2.1 Cross-view image-based localization

City-scale localization. Ground-to-satellite image-based localization aims to
determine the location of a ground camera by matching it with a satellite map
covering the region of interest. Initially proposed for city-scale coarse-level lo-
calization, it was formulated as an image retrieval problem. Specifically, a large
satellite map of the interested region is first split into small patches to construct
a geo-referenced satellite image database. For a query image captured at the
ground level, its similarity with every database satellite image is computed, and
the GPS of the most similar satellite image is taken as the query camera’s loca-
tion. Over the past decades, hand-crafted features [3, 15, 22] have been demon-
strated to be a bottleneck for cross-view feature matching due to significant geo-
metric and appearance variations. Seminal works using deep networks [40,46,47]
demonstrated that the learned feature descriptors by a metric learning training
objective offer better and more reliable performance. Researchers have since in-
vestigated learning powerful feature descriptors [2, 4, 53, 57], orientation-aware
cross-view representations [11,17,36,58], and different strategies for bridging the
cross-view domain gap [25, 28, 32, 39, 54]. Cross-view localization has also been
extended from a 2-DoF location estimation task to a 3-DoF joint location and ori-
entation estimation task [30], and from a single image-based localization problem
to a video-based localization problem [33,42,56]. However, the database images
are often discretely sampled, while query images’ locations are continuous. Thus,
the image retrieval formulation results in a coarse camera pose estimation. Its
accuracy is determined by the sample density of ground images.

Increasing localization accuracy. Recently, researchers have started to
investigate how to increase the accuracy of a ground camera’s pose by ground-to-
satellite image matching once the camera’s coarse rotation and orientation have
been determined. Towards this purpose, network regression [59], pose optimiza-
tion [27], similarity matching [7,14,26,29,31,49,50], correspondence learning [34],
and iterative tomography estimation [44] have been explored. Nonetheless, all
these works need sub-meter and sub-degree pose labels for ground images in the
training data to train their networks. In this paper, we propose a strategy that
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estimates the relative rotation and translation between a ground and a satellite
image when such accurate labels are unavailable in the training data.

2.2 Self/weakly-supervised learning

Self- and weakly-supervised learning has been widely explored in image classifica-
tion [55], object detection [5], semantic segmentation [45], image inpainting [23],
point cloud registration [16], human/hand/object pose estimation [1, 9, 35], the
intersection between vision and natural language processing [24] etc. Many of
them also exploit contrastive learning as supervision signals. Tang et al . [37] pro-
posed a self-supervised strategy for localizing outdoor range sensors (e.g ., Lidar,
Radar). However, little attention has been paid to camera pose estimation with
self or weak supervision. Our concurrent work [51] also solves the problem of
weakly supervised ground-to-satellite camera localization, but it highlights how
to adapt a model trained with GT supervision from one area to another area
where only coarse supervision is available. In contrast, this paper does not as-
sume any GT data from any area.

3 Method

Given a coarse location and orientation of a ground camera, our goal is to refine
this pose through ground-to-satellite image registration. In contrast to previous
works that assume a large training dataset with highly accurate pose labels for
ground images, we propose a weakly supervised learning strategy that does not
require such labels. Our approach first estimates the relative rotation by network
regression and then computes the translation by similarity matching.

3.1 Rotation Estimation by Self-supervision

We draw inspiration from Spatial Transformer Networks [12] to regress relative
rotations between cross-view images by a network. The network takes query and
reference images as input and outputs their relative pose, as illustrated in Fig. 2.

Training. To supervise the network, we generate some “satellite-and-satellite”
image pairs with GT relative poses. This is done by rotating and translating a
satellite image using a randomly generated pose, R∗(θ), t∗, where the maximum
magnitude of the rotation angle θ and translation is based on the statistical er-
ror of the ground camera’s coarse pose information that we aim to refine during
deployment. For example, when the coarse location is achieved by ground-to-
satellite image retrieval, the minimum statistical location error (assuming the
top-1 retrieval recall rate is 100%) is the half distance between centers of two
nearest satellite images, i.e., the half grid size when sampling satellite images
for constructing the database [31, 33, 59]. Furthermore, we apply a mask on the
transformed satellite image and extract a triangle region corresponding to the
ground camera’s horizontal FoV, as shown at the top of Fig. 2a. This is intended
to mimic a synthesized overhead view image from a ground-view image. We refer
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to the transformed and masked satellite image as the query and the original one
as the reference. We then train the network to estimate the relative pose between
the two satellite images. The training objective is:

L1 = |θ − θ∗|+ |tx − t∗x|+
∣∣ty − t∗y

∣∣ , (1)

where θ, tx and ty denote the network predictions, θ∗, t∗x and t∗y indicate the
corresponding GT, θ is the 1-DoF inplane rotation, i.e., the yaw angle, tx and
ty represent the 2-DoF translation, and |·| denote the L1 norm.

Evaluation. After the network is trained, we substitute the query satellite
image with the query ground images during inference for the ground camera’s
pose estimation, as shown in Fig. 2b. We found the feature extractors for the
satellite images and ground images captured by a perspective pin-hole camera
are sharable. A potential explanation might be that the projection geometry of
them is similar. They both map straight lines in the real world to straight lines in
images. We demonstrate this by experiments in the main paper and supplemen-
tary material. As the pose regressor accepts query and reference feature maps
in the overhead view, we follow previous works [29, 33] to project ground-view
feature maps to overhead view by exploiting the ground plane Homography. This
projection method does not require additional trainable parameters and thus al-
lows our model trained between satellite-and-satellite images deployable between
satellite-and-ground images. Furthermore, since the ground-plane Homohraphy
establishes correct correspondences for scene contents on the ground plane be-
tween the two views, which occupies a large portion of the field-of-view of the
ground camera in autonomous driving scenarios, our pose regressor handles well
when the query feature map is the projected one from the ground view.

Our pose regressor shares the same pros and cons as the neural pose optimizer
in Shi et al. [29]. It leverages the sensitiveness of general neural networks (with-
out specific designs) to rotations on input signals [13, 48], and thus achieves
promising results on rotation estimation. However, the translation estimation
performance is poor due to the aggregation layers, e.g ., max-pooling, inside the
pose regressor, making it insensitive to slight translations on input signals. To
recover accurate relative translations, we leverage the translational equivariance
of spatial correlation (a.k.a. convolution), which is described below.

3.2 Translation Estimation by Deep Metric Learning

As shown in Fig. 3, a two-branch convolutional network is first applied to the
ground and satellite image pair. Each branch is a U-Net architecture and extracts
multi-level representations of the original images.

For the ground branch, not only the feature representation Fg ∈ RHg×Wg×C

but also a confidence map Cg ∈ RHg×Wg×1 is extracted. The confidence map
is an additional channel of the feature extractor output followed by a sigmoid
layer. It indicates whether features at corresponding spatial pixel positions are
trustworthy. For example, dynamic objects (e.g ., cars) in the images are detri-
mental to localization performance, while the static road structures are essential
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Fig. 3: Translation estimation framework. During training, the weights of the rotation estimator
are fixed, and we only train the two-branch feature extractors. Other uncolored blocks indicate no
trainable parameters are involved.

features. The higher the confidence, the more reliable the corresponding features.
We should note that no explicit supervision is applied to the confidence map.
Instead, it is encoded in the cross-view similarity-matching process and learned
statistically from the similarity-matching training objective.

We only extract feature representations Fs ∈ RHs×Ws×C for the satellite
branch with no confidence map because we empirically found learning confidence
maps for satellite images impairs the performance. The reasons hypothesized are
twofold: (i) dynamic objects are fewer on the satellite images, and they occupy a
relatively smaller region on the satellite image compared to ground-view images;
thus, they have a lower impact on localization performance; (ii) neither the
camera poses, nor the confidence maps, have explicit supervision, thus learning
a confidence map for satellite images increases the network training difficulty.

We leverage the trained rotation estimator in Sec. 3.1 to estimate the relative
rotation between the ground and satellite images. Then, the ground-view fea-
tures and confidence maps are projected to the overhead view according to the
estimated rotation R and zesro translation t = 0, exploiting the ground plane
Homography. To maintain claritys, we utilize the original symbols Fg and Cg to
represent the projected ground features and confidence maps.

Confidence-guided similarity matching. Given that the rotation of the
projected overhead-view feature map has been aligned with the observed satel-
lite feature map, the only remaining disparity between them is a translation
difference. We explore the normalized spatial correlation to compute this trans-
lation difference. Specifically, the projected overhead-view feature map is used
as a sliding window, and its normalized inner product with the reference satellite
feature map is computed when aligned at varying locations. The mathematical
representation, taking into account ground-view confidence maps, is as follows:

S(u, v) = (Fs ∗ F̂g)(u, v) =

∑
i

∑
j Fs(u+ i, v + j)F̂g(i, j)√∑

i

∑
j Fs

2(u+ i, v + j)

√∑
i

∑
j F̂g

2
(i, j)

, (2)
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where F̂g = CgFg is to highlight important features while suppressing non-
reliable features for localization. The result S(u, v) is actually the cosine simi-
larity between the two view features when aligned at each location (u, v). Thus,
the pixel coordinate corresponding to the maximum similarity, argmax(u,v) S,
indicates the most likely ground camera’s location. This similarity map between
the synthesized overhead-view feature map and the reference satellite feature
map can also be regarded as the location probability map of the ground camera.

Supervision. We apply deep metric learning for network supervision. For
a query ground image, we compute a similarity map based on the possible lo-
cations between it and its positive and negative satellite images, denoted as
Spos and Sneg, respectively. We maximize the maximum similarity in Spos while
minimizing the maximum similarity in Sneg:

L2 =
∑
l

log(1 + eα(maxSneg−maxSpos)), (3)

where α controls the convergence speed and is set to 10.
When the positive image pairs in the training dataset are created in the same

way as image pairs during inference, for example, by the same ground-to-satellite
retrieval model or the same noisy GPS sensor, the error of location labels in the
training set is the same as the error of locations that we aim to refine during
deployment. In this case, we only employ Eq. (3) for network training. In another
scenario where relatively more accurate location labels for ground images in the
training data are available than the poses we aim to refine during employment,
we introduce an additional training objective to incorporate this signal:

L3 =
∑
l

∣∣∣∣max(Spos)−max(Spos[u
∗ − d

γ
: u∗ +

d

γ
, v∗ − d

γ
: v∗ +

d

γ
])

∣∣∣∣ , (4)

where (u∗, v∗) indicates the location label provided by the training data and has
an error of up to d meters, γ denotes the ground resolution of the similarity map
in terms of meters per pixel. This training objective forces the global maximum
in the similarity map to equal a local maximum, with the local region centered
at the location label with a radius of d meters.

The whole training objective is:

L = L2 + λL3, (5)

where λ = 0 indicates such relatively accurate pose labels are unavailable in the
training set, while λ = 1 suggests such labels are available. In our experiments,
we set d = 5 meters.

Overall Evaluation. After training the networks, the overall evaluation
goes through the framework shown in Fig. 3. The input is a query image and
its positive satellite image, and the output is an estimated relative rotation
between the two images and a location probability map of this query image with
respect to this satellite image. The location corresponding to the maximum
probability/similarity value is deemed as the query camera location.
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4 Experiments

Network Architectures. A UNet-based architecture with a pre-trained
VGG16 as the encoder is adopted for feature extraction. The decoder of the
UNet is randomly initialized. We empirically found that the feature extractor of
satellite images is shareable with ground images captured by a pin-hole camera
while not shareable with ground panoramas. This might be because both satellite
images and ground images captured by a pin-hole camera map straight lines in
the real world to straight lines on images, while panoramas map straight lines in
the real world to curves on images. While for different purposes, i.e., rotation and
translation estimation, we found non-shareable feature extractors between the
two stages help to achieve the best performance. We present detailed analysis and
experimental demonstrations in the supplementary material. The pose regressor
in Fig. 2 is constructed by two swin transformer layers [19] followed by two FC
layers. This is the same as the neural optimizer architecture in [29].

Dataset. Our experiments are conducted on a well-known autonomous driv-
ing dataset, KITTI [8], and a cross-view localization dataset, VIGOR [59].

For the KITTI dataset, ground images were captured by a forward-facing
pin-hole camera with a limited FoV. The cross-view KITTI dataset includes one
training set and two testing sets. Images from Test-1 are from the same region as
the training set, while images from Test-2 are from a different region. The loca-
tion search range for this dataset is around 56×56 m2, and the orientation noise
is 20◦, which follows the official setting as in [27]. The performance evaluation
on different coarse pose errors is presented in the supplementary material.

The VIGOR dataset contains ground and satellite images from four cities
in the US: Chicago, New York, San Francisco, and Seattle. It is divided into
same-area and cross-area splits. The same-area split indicates the training and
testing images are from the same region (both from the four cities), while the
cross-area split adopts images from two cities for training and images from the
other two cities for testing. In the original dataset, each ground image has a
positive satellite image and several semi-positive satellite images, depending on
whether this ground image is within the center 1

4 region of the satellite image.
We follow [14] and use only the positive satellite images.

Since the feature extractors trained for satellite images (Fig. 2a) are not
applicable to panoramas due to differences in imaging modality, we only evaluate
the translation estimation performance on the VIGOR dataset with known and
unknown (360◦ ambiguity) orientations, respectively. The 3-DoF joint location
and orientation pose estimation is performed on the KITTI dataset.

Evaluation Metrics. Following the approach of [27], we decompose the
translation along the lateral (orthogonal to driving direction) and longitudinal
(along the driving direction) directions for evaluation on the KITTI dataset.
Specifically, for a query image, we consider it to be successfully localized along
a direction if its estimated location along that direction is within d meters of
its ground truth (GT) location. Similarly, we consider the rotation estimation
correct if the estimated rotation is within θ◦ of the GT rotation. We record the
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Fig. 4: Visualization of learned confidence maps for ground images and estimated poses by our
method.

percentage of successfully localized images along each direction and the percent-
age of images with correct rotation estimation.

The VIGOR dataset does not provide information on the driving direction of
the camera. Therefore, we cannot decompose the translation to be along lateral
and longitudinal directions. On this dataset, we report the median and mean
errors of comparison algorithms, following the approach of [50] and [14].

Data augmentation and implementation Details. For training the
rotation estimator, we use the positive satellite image for each ground image and
randomly transform each image once to create training input pairs. We adopt
feature size as 1

4 of the original image size for both rotation and translation
estimation. The original image size is not used because of its large memory
consumption in the spatial correlation process. We use a batch size of B = 8
to train the network. In the translation estimation training, each ground image
has one matching satellite image and B−1 non-matching satellite images within
each batch. Our experiments are conducted on an RTX 3090 GPU. The network
is trained for 3 epochs for both stages on the KITTI dataset and 10 epochs
on the VIGOR dataset. For the ground images in the KITTI dataset, we use a
resolution of 256×1024. For the VIGOR dataset, we use a resolution of 320×640.
The satellite image resolution is 512×512 for all datasets. The ground resolution
of satellite images is 0.2 meters per pixel in the KITTI dataset, and 0.111, 0.113,
0.118, and 0.101 meters per pixel for the cities Chicago, New York, San Francisco,
and Seattle in the VIGOR dataset, respectively. The source code of this paper
is available at https://github.com/YujiaoShi/G2SWeakly.git.

4.1 Ablation Study

Below, we demonstrate the necessity and effectiveness of each proposed compo-
nent. The results are presented in Tab. 1.

(i) The first row shows the performance of our pose regressor (Reg.) in Fig. 2
with the satellite images as queries (note: not ground images). It can be seen
that the estimated rotation of almost all the queries has been restricted to within

https://github.com/YujiaoShi/G2SWeakly.git
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Table 1: Ablation study on the cross-view KITTI dataset. We report the percentage of query images
whose locations are restricted to be within d meters of their GT locations along lateral/longitudinal
directions and whose orientations are restricted to be within θ◦ of their GT orientation, respectively.

Queryt Est.Confλ
Test-1 (Same-area) Test-2 (Cross-area)

Lateral Longitudinal Azimuth Lateral Longitudinal Azimuth
d = 1 ↑d = 3 ↑d = 1 ↑d = 3 ↑θ = 1 ↑θ = 3 ↑d = 1 ↑d = 3 ↑d = 1 ↑d = 3 ↑θ = 1 ↑θ = 3 ↑

Sat Reg. – – 4.88 15.13 4.80 15.64 99.89 100.00 5.06 15.46 5.25 15.79 99.95 100.00
Grd Reg. – – 4.88 15.11 4.74 15.66 99.66 100.00 5.04 15.46 5.29 15.83 99.99 100.00
Grd Corr. N 0 45.80 78.27 6.18 16.67 99.66 100.00 45.11 73.04 6.13 18.30 99.99 100.00
Grd Corr. Y 0 59.58 85.74 11.37 31.94 99.66 100.00 62.73 86.53 9.98 29.67 99.99 100.00
Grd Corr. Y 1 66.07 94.22 16.51 49.96 99.66 100.00 64.74 86.18 11.81 34.77 99.99 100.00

Table 2: Comparison between different overview synthesis methods on KITTI.

Overhead-view
Feat. Syn. λ

Test-1 (Same-area) Test-2 (Cross-area)
Lateral Longitudinal Azimuth Lateral Longitudinal Azimuth

d = 1 ↑d = 3 ↑d = 1 ↑d = 3 ↑θ = 1 ↑θ = 3 ↑d = 1 ↑d = 3 ↑d = 1 ↑d = 3 ↑θ = 1 ↑θ = 3 ↑

Geo. Trans. [29]0 48.74 83.14 8.27 24.20 99.66 100.00 52.69 79.99 8.46 24.00 99.99 100.00
Ours 59.58 85.74 11.37 31.94 99.66 100.00 62.73 86.53 9.98 29.67 99.99 100.00

Geo. Trans. [29]1 62.02 92.13 16.01 46.54 99.66 100.00 62.97 87.54 11.36 33.70 99.99 100.00
Ours 66.07 94.22 16.51 49.96 99.66 100.00 64.74 86.18 11.81 34.77 99.99 100.00

1◦ of its GT rotation, while the translation estimation performance is poor,
even though there is no domain gap between reference and query images. This
supports our intuition that a neural network-based regressor’s ability to provide
accurate translation estimation is limited.

(ii) Then, we verify the generalization ability of the pose regressor on real
ground images. The results in the second row show that the rotation estimation
accuracy for real ground images is very close to that for satellite images, demon-
strating the effectiveness of our self-supervision training strategy by satellite-
and-satellite image pairs.

(iii) The third row presents the performance of our method by using spatial
correlation for translation estimation and pose regressor for rotation estimation.
The performance of translation estimation is significantly boosted.

(iv) In what follows, we encode the confidence in the spatial correlation
process. The results in the fourth row demonstrate the effectiveness of the
confidence-guided similarity matching. Fig. 4 provides visualizations of the learned
confidence maps and the probability maps of query cameras’ location with re-
spect to their matching satellite images. It can be seen that the learned confi-
dence maps are able to ignore dynamic objects and highlight reliable features
(e.g., lane lines, road edges).

(v) Finally, when relatively accurate (but still noisy) pose labels are available
in the training dataset, i.e., the pose error is up to d = 5 meters, we set λ =
1 and use Eq. 4 to incorporate this information in training. The last row of
Tab. 1 demonstrates that it successfully boosts the network learning process
and improves the performance on both same-area and cross-area evaluation.
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4.2 Different overhead-view projections

In this section, we ablate the performance of our method with different overhead-
view projections. Among existing works, OrienterNet [26] and Shi et al. [29] both
propose geometry-guided cross-view transformers (Geo. Trans.) for overhead-
view feature synthesis. Shi et al. [29] achieves slightly better performance, as
illustrated in Tab. 3. Thus, we evaluate the performance of the Geo. Trans.
from Shi et al. [29] in our framework. From the comparison results in Tab. 2,
it can be seen the performance of Geo. Trans is inferior to the simple ground
plane Homography-based overhead-view projection under the weakly-supervised
setting. We hypothesize two main reasons for this:

(i) Smaller batch size. In this paper, we leverage deep metric learning for
network supervision. It is well-recognized that a small batch size in metric learn-
ing affects performance negatively. SimpleBEV [10] also confirms that a larger
batch size improves the overall performance more significantly compared to dif-
ferent overhead-view projection methods. With our simple Homography-based
projection method, we achieved a batch size of 8 on an RTX 3090 GPU, whereas
the batch size is 4 when using the Geo. Trans. due to its complexity.

(ii) Weak supervision. The previous geometry-guided cross-view transform-
ers are usually constructed with complex designs to make the learned overhead
view feature representations invariant to parallel, occlusion, and appearance
changes. This works well when the supervision signal is strong, i.e., GT pose
labels are available. However, in our scenario, the pose labels are noisy, and only
weak supervision is applied. This limits the learning ability of geometry-guided
cross-view transformers. Instead, our method explores the explicit ground plane
Homography for the overhead-view feature projection. It requires no additional
trainable parameters and reduces the learning burden of deep networks. The
ground plane Homography handles the co-visible regions for the overhead-view
feature synthesis, i.e., scenes on the ground plane. For not co-visible regions,
our confidence map lowers their weights in the similarity matching process for
camera localization.

We should note that we do not want to claim our solution is optimal for
overhead-view synthesis in the weakly-supervised ground-to-satellite camera lo-
calization task. We believe there should be more advanced approaches that make
the best balance between capability, complexity, and the easiness of training un-
der the weak supervision scenario. The main purpose of this paper is to intro-
duce training strategies for pose estimation under the weak supervision scenario.
In order to not dilute our contributions, we leave the exploration of a better
overhead-view feature synthesis module as our future work.

Visualization of learned overhead-view features. We visualize the
synthesized overhead view feature maps from ground images in Fig. 5 (b). The
center of the synthesized overhead view feature map corresponds to the ground
camera location, and the right direction corresponds to the heading direction
(z-axis) of the ground camera. The corresponding satellite image features are
presented in Fig. 5 (c). Using our framework, we register the query feature
map Fig. 5 (b) to the reference feature map Fig. 5 (c). The resulting camera
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Fig. 5: (a) Ground image; (b) Synthesized overhead view feature map from the ground image;
(c) Satellite image feature map; (d) Estimated location probability map and camera orientation
indicated by the red arrow.

Table 3: Comparison with the state-of-the-art on KITTI. ∗ indicates full supervision is adopted.

Algorithms
Test-1 (Same-area) Test-2 (Cross-area)

Lateral Longitudinal Azimuth Lateral Longitudinal Azimuth
d = 1 ↑d = 3 ↑d = 1 ↑d = 3 ↑θ = 1 ↑θ = 3 ↑d = 1 ↑d = 3 ↑d = 1 ↑d = 3 ↑θ = 1 ↑θ = 3 ↑

DSM [30]∗ 10.12 30.67 4.08 12.01 3.58 13.81 10.77 31.37 3.87 11.73 3.53 14.09
CVR [59]∗ 18.61 49.06 4.29 13.01 - - 17.38 48.20 4.07 12.52 - -

Shi and Li [27]∗ 35.54 70.77 5.22 15.88 19.64 51.76 27.82 59.79 5.75 16.36 18.42 49.72
SliceMatch [14]∗ 49.09 91.76 14.19 49.99 13.41 42.62 32.43 78.98 8.30 24.48 46.82 46.82
OrienterNet [26]∗ - - - - - - 51.26 84.77 22.39 46.79 20.41 52.24
Xia et al. [49] ∗ 97.35 98.65 77.13 96.08 77.39 99.47 44.06 81.72 23.08 52.85 57.72 92.34
Shi et al. [29]∗ 76.44 96.34 23.54 50.57 99.10 100.00 57.72 86.77 14.15 34.59 98.98 100.00

Song et al. [34]∗ 95.47 – 87.89 – 89.40 – 54.19 – 23.10 – 43.44 –

Ours (λ = 0) 59.58 85.74 11.37 31.94 99.66 100.00 62.73 86.53 9.98 29.67 99.99 100.00
Ours (λ = 1) 66.07 94.22 16.51 49.96 99.66 100.00 64.74 86.18 11.81 34.77 99.99 100.00

orientation and location probability maps are shown in Fig. 5 (d). To reduce
ambiguity, we only consider the scene content within 20m of the query camera
location for localization, marked as red circles in Fig. 5. It can be seen that the
scene contents on the ground plane are recovered faithfully. A visual illustration
of this spatial correlation process is provided in the supplementary material.

4.3 Comparison with the state-of-the-art

In this section, we compare the performance of our method with the recent
state-of-the-art, including DSM [30], CVR [59], [27], MCC [50], SliceMatch [14],
OrienterNet [26], Xia et al . [49], Shi et al . [29], and Song et al . [34]. All these
state-of-the-art algorithms adopt full supervision and rely on accurate pose labels
for their network, and their results are either taken from their original papers or
re-evaluated using the author-released models.

The performance comparison between our method and the state-of-the-art
on the KITTI dataset is presented in Tab. 3. It can be seen that among all
the comparison algorithms, our method achieves the best cross-area evaluation
performance, and the performance discrepancy between same-area and cross-
area evaluation of our method is the smallest. This is because our method has
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Table 4: Comparison with the state-of-the-art on VIGOR. ∗ indicates full supervision is adopted.

Algorithms
Same-area Cross-area

Aligned-orientationUnknown-orientationAligned-orientationUnknown-orientation
Mean↓ Median↓ Mean↓ Median↓ Mean↓ Median↓ Mean↓ Median↓

CVR [59]∗ 8.99 7.81 – – 8.89 7.73 – –
MCC [50]∗ 6.94 3.64 9.87 6.25 9.05 5.14 12.66 9.55

SliceMatch [14]∗ 5.18 2.58 8.41 5.07 5.53 2.55 8.48 5.64
Shi et al. [29]∗ 4.12 1.34 – – 5.16 1.40 – –
Xia et al. [49]∗ 3.60 1.36 3.74 1.42 4.97 1.68 5.41 1.89
Song et al. [34]∗ 3.03 0.97 4.97 1.90 5.01 2.42 7.67 3.67

Ours (λ = 0) 5.22 1.97 5.33 2.09 5.37 1.93 5.37 1.93
Ours (λ = 1) 4.19 1.68 4.18 1.66 4.70 1.68 4.52 1.65

no information on GT poses, and it is trained to leverage similarity matching
for location estimation, preventing itself from overfitting on the GT poses. The
performance of our method on the same-area evaluation is close to Shi et al . [29]
and slightly inferior to three recent state-of-the-art methods. However, in the
supplementary material, we demonstrate that the performance of our method
on both same-area and cross-area evaluation can be potentially improved when
more training image pairs (with pose errors up to tens of meters) are available.
Our method does not rely on accurate pose labels of training data. This leads
to significant cost and effort savings by eliminating the need for high-precision
pose label acquisition.

The performance comparison between our method and the state-of-the-art
on the VIGOR dataset is presented in Tab. 4. The training images in the VIGOR
dataset are about 4.5× larger than those in the KITTI dataset, and our method
achieves comparable performance with [29] on same-area evaluation. Further-
more, similar to the observations on the KITTI dataset, our method’s gener-
alization ability from same-area to cross-area is also the best on the VIGOR
dataset, with the cross-area evaluation performance surpassing almost all fully
supervised methods. Due to the space limit, we provide more discussions in the
supplementary material.

5 Conclusion

This paper has introduced the first weakly supervised ground camera pose refine-
ment strategy by ground-to-satellite image registration. Given a coarse location
and orientation of a ground camera obtained from noisy sensors or visual retrieval
techniques, our method is able to refine this pose by ground-to-satellite image
registration using a training dataset without accurate pose labels for ground
images. Key components of our approach include a training scheme for ground-
and-satellite rotation alignment using satellite-and-satellite image pairs and a
deep metric learning supervision mechanism that trains the network for trans-
lation estimation. Benefiting from these two innovations, our method, without
requiring accurate labels, achieves comparable or superior performance to the
recent fully supervised state-of-the-art.
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