
HybridBooth: Hybrid Prompt Inversion for
Efficient Subject-Driven Generation

** Supplementary Material**

Shanyan Guan1⋆ , Yanhao Ge1,3⋆ , Ying Tai2B , Jian Yang2
Wei Li1, and Mingyu You3B

1 vivo Mobile Communication Co., Ltd
2 School of Intelligence Science and Technology, Nanjing University

3 College of Electronic and Information Engineering, Shanghai Research Institute for
Intelligent Autonomous Systems, Tongji University

{guanshanyan, halege}@vivo.com yingtai@nju.edu.cn myyou@tongji.edu.cn
https://sites.google.com/view/hybridbooth

1 Using UNet or MLP structure for the Prompt
Regressor?

Recall that in Sec 4.2, we use the downsample and middle blocks of the UNet [5]
as the prompt regressor. Alternatively, previous direct-regression-based methods
adopt the multi-layer perception (MLP) structure. We compare the effect of
these two kinds of structures. Specifically, we use the MLP structure the same
as FastComposer [8].
Qualitative Results. The qualitative comparison results are shown in Fig. 1.
We take DreamBooth as the reference method for more clear comparison. In
the first line of Fig. 1, we visualized the learned subject word embedding ‘S*’.
We can observe that using UNet structure can better implant detailed subject
characteristics, e.g . lips, hairstyle, forehead. From the editing results shown in
the second line of Fig. 1, the UNet structure is better aligned with the input
image in terms of identity and also with the given guidance prompt. In short,
the UNet structure used in HybridBooth provides better subject and prompt
fidelity.
Quantitative Results. From the quantitative results reported in Tab. 1, we
can observe that using UNet structure as the prompt regressor consistently out-
performs using MLP structure in both metrics related to subject-fidelity (CLIP-I,
DINO-I) and prompt-fidelity (CLIP-T).

2 Qualitatively analyzing HybridBooth

Limited by the space of the manuscript, we only qualitatively analyzed the contri-
butions of the propose HybridBooth in Sec. 5.4, including multi-grained feature
merging (DINO and CLIP), mask regularization, number of word embedding.
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Fig. 1: Qualitatively comparing UNet (Used) or MLP structure in the prompt regres-
sor.

Table 1: Quantitative Evaluation on the CelebA-HQ. First Block: Optimization-
based methods. Second Block: Direct-regression-based methods. Third Block:
HybridBooth and its ablations.

CelebA-HQ DreamBooth-dataset
Method CLIP-T ↑ CLIP-I ↑ DINO-I ↑ CLIP-T ↑ CLIP-I ↑ DINO-I ↑ Iter. Step↓

Textual Inversion [2] 0.164 0.612 0.236 0.183 0.663 0.462 5000
DreamBooth [6] 0.251 0.564 0.376 0.251 0.785 0.674 1000
Custom Diffusion [4] 0.237 0.675 0.398 0.245 0.801 0.695 200

ELITE [7] 0.169 0.592 0.311 0.255 0.762 0.652 1
FastComposer [8] 0.201 0.782 0.581 - - - 1

MLP Structure 0.210 0.763 0.567 0.221 0.755 0.638 5
UNet Structure (used) 0.246 0.865 0.644 0.261 0.865 0.755 5

Here, we further provide qualitative evaluation results in Fig. 2. We take
DreamBooth and FaseComposer [8] as optimization- and direct-regression-based
reference methods, respectively. From Fig. 2, we can observe that:

– Only using CLIP feature can effectively preserve semantic attributions, but
it cannot preserve pixel-related information, e.g . texture details and eye
contact. By combining with the DINO feature, this problem can be effectively
addressed.

– From Column 6, only using one word cannot fully represent the subject’s
characteristics.

– All variants of HybridBooth outperform reference methods (DreamBooth
and FastComposer). This verifies the advantages of the hybrid framework in
subject-concept learning.

3 What if using ID feat for facial images?

As shown in Tab. 2, replacing DINOv2 features with identity features (extracted
by ArcFace [1]) resulted in worse performance. However, merging both features
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Fig. 2: More visualizations on the contributions of the HybridBooth. The input prompt
is ‘A photo of a S*’

Table 2: Quantitative studies on ID feature for facial images (on CelebeA-HQ)

.

Method CLIP-T ↑ CLIP-I ↑ DINO-I ↑

Custom Diffusion [33] 0.237 0.675 0.398
ELITE [45] 0.169 0.592 0.311
FastComposer [46] 0.201 0.782 0.581
FastComposer with DINOv2 feat. 0.231 0.811 0.602

Replace DINOv2 feat. with ID feat. 0.240 0.853 0.634
DINOv2 feat. and ID feat. 0.248 0.870 0.648

improved the performance, indicating that identity features complement DI-
NOv2 features.

4 Data Augmentation for the Optimization Methods.

HybridBooth only needs one subject image. However, the compared optimiza-
tion baselines usually need 3− 5 images in their implementation. Therefore, we
augment the input subject image to obtain 5 different images, in order to com-
pare as fairly as possible. Specifically, we remove the background of the subject
image using InSPyReNet [3]. Then we apply affine transformations with random
rotation (−10−10 degrees), translation (0.2−0.5), and scale (0.6−1.0). Finally,
we use the Stable Diffusion inpainting model to generate the background with a
prompt of “portrait photo of a person, realistic, professional”.
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