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1 Explanations and Examples for Mismatch Aspects in
FineMatch

We present the definition of the four aspects in FineMatch. Entities are ob-
jects within an image that can be recognized by VLMs. In FineMatch, we define
the entities using the same concepts in Flickr 30K Entities [2]. The terms At-
tributes and Relations follow the definitions provided by the Visual Genome
(VG) Attribution/Relation framework [1]. However, the categories are limited in
VG, while in FineMatch the attributes and relations are open-set. Numbers
refers to the count of entities in the image. We also provide the examples for
each aspect in Figure 1.

2 Statistical Results for FineMatch

We provide extended statistical results for the quantity and quality analysis
across all data sources within FineMatch. Figure 2 illustrates the weights and
relations distribution among the data source, data domain, and the number of
mismatched aspects within the captions. Additionally, Figure 3 shows the distri-
bution of the CLIP scores between the captions and the images in FineMatch.
Analysis from Figure 3 indicates that the average CLIP score across the three
data sources ranges between 0.3 and 0.35. This suggests a comparatively high
similarity level between the mismatched captions and the images, making it chal-
lenging for models to discern discrepancies between the captions and images.

3 Evaluation Framework

In this study, the BERT Score is computed using the bert-base-uncased model
weights, with the threshold T set as 0.55 for these conditions. Below, we present
the pseudo-code for ITM-IoU. The notation for all variables is consistent with
that outlined in Section 3.
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Fig. 1: Illustration of the four mismatch aspects in FineMatch.

Fig. 2: Distribution of demonstrations in FineMatch across source, domain, and the
number of mismatched aspects in the captions.
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Fig. 3: CLIP score distribution across different data sources in FineMatch.

Algorithm 1 ITM-IoU

Input: The predicted aspect tuples/triplets Pi = {cj , pj , oj}Mj=1 over the test set and
the ground truth Gi = {c′j , p′j , o′j}M

′
j=1 , i ∈ {1, 2, ..., |D|}.

Output: The average ITM-IoU score.
1: ScoreITM−IoU ← {}
2: for each Pi, Gi do
3: Scores← {}
4: ScoreAspect i ← {}
5: for j = 0 to M ′ do
6: Score← 0
7: if cj = c′j then
8: Score←WCa

9: end if
10: if Mismatch Correction then
11: Score← Score+WDe × ScoreD j +WCo × ScoreC j

12: else
13: Score← Score+WCo × ScoreC j

14: end if
15: ScoreAspect i ← ScoreAspect i ∪ Score
16: end for
17: if max(ScoreAspect i) ≥ T then
18: Scores← Scores ∪max(ScoreAspect i)
19: Calculate Pi ∩Gi

20: else
21: Scores← Scores ∪ 0
22: end if
23: Calculate Pi ∪Gi

24: ScoreITM−IoU ← mean(Scores)× |Pi∩Gi|
|Pi∪Gi|

25: end for
26: return mean(ScoreITM−IoU )
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4 Prompts for Aspect Graph Parsing and Node
Replacing for GPT-4V

Figures 4 and 5 illustrate the instructions and context examples for aspect graph
parsing and node replacing for GPT-4V, respectively.

5 Details for Experiments

5.1 Details for Supervised Learning Experiments

We conduct supervised learning experiments on FineMatch under the visual
instruction tuning settings, where we design the instructions to train models for
fine-grained image-text mismatch detection and correction. In the experiments,
we set the batch size ∈ {128, 256, 512}, the learning rate ∈ {1e−5, 3e−5, 5e−5},
and we train each model for 3 epochs. We maintain all other hyperparameters
at their default values as specified in the official code base. All the models are
finetuned on 8 Nvidia A100 GPUs. The predictions of each model are post-
processed for calculating ITM-IoU.

5.2 Prompts for In-Context Learning Experiments

We present the prompts for both GPT-4V and Gemini Pro Vison in Figure 6 for
the in-context learning experiments. For each other white-box model, we provide
6 context examples randomly sampled from the training set.

6 Examples for AutoAlign

In this section, we provide examples to illustrate that FineMatch can help
reduce the hallucination for T2I generation. Figure 7 and Figure 8 show examples
of single-turn mismatch detection and correction. Figure 9 shows the examples
for multi-turn mismatch detection and correction. We also provide the image
editing generation prompt for GPT-4V in Figure 10.

7 Human Annotation

We design an annotation interface for human experts to annotate the mismatched
aspects between the images and the captions. The interface is shown in Figure
11. The entire annotation process is conducted on the LabelBox platform.
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Fig. 4: Prompts and context examples for aspect graph parsing with GPT-4.
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Fig. 5: Prompts for node replacement with GPT-4. {} in the prompt will be replaced
with the initial caption, the node to be replaced ×4, the references, and the context
examples.
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Fig. 6: Prompts for the in-context learning experiments with GPT-4V and Gemini Pro
Vision.
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Fig. 7: Examples demonstrating how AutoAlign helps reduce the hallucination for
T2I generation.
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Fig. 8: Examples demonstrating how AutoAlign helps reduce the hallucination for
T2I generation.
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Fig. 9: Examples for multi-turn mismatch detection and correction with FineMatch.
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Fig. 10: Prompts and context examples for image editing instruction generation with
GPT-4.
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Fig. 11: The human annotation interface for FineMatch.



Abbreviated paper title 13

References

1. Krishna, R., Zhu, Y., Groth, O., Johnson, J., Hata, K., Kravitz, J., Chen, S., Kalan-
tidis, Y., Li, L.J., Shamma, D.A., et al.: Visual genome: Connecting language and
vision using crowdsourced dense image annotations. International journal of com-
puter vision 123, 32–73 (2017) 1

2. Plummer, B.A., Wang, L., Cervantes, C.M., Caicedo, J.C., Hockenmaier, J., Lazeb-
nik, S.: Flickr30k entities: Collecting region-to-phrase correspondences for richer
image-to-sentence models. IJCV 123(1), 74–93 (2017) 1


	FineMatch: Aspect-based Fine-grained Image and Text Mismatch Detection and Correction ( Supplementary Material)

