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Abstract. Referring Image Segmentation (RIS) leveraging transform-
ers has achieved great success on the interpretation of complex visual-
language tasks. However, the quadratic computation cost makes it resource-
consuming in capturing long-range visual-language dependencies. Fortu-
nately, Mamba addresses this with efficient linear complexity in pro-
cessing. However, directly applying Mamba to multi-modal interactions
presents challenges, primarily due to inadequate channel interactions for
the effective fusion of multi-modal data. In this paper, we propose Re-
Mamber, a novel RIS architecture that integrates the power of Mamba
with a multi-modal Mamba Twister block. The Mamba Twister explic-
itly models image-text interaction, and fuses textual and visual features
through its unique channel and spatial twisting mechanism. We achieve
competitive results on three challenging benchmarks with a simple and
efficient architecture. Moreover, we conduct thorough analyses of Re-
Mamber and discuss other fusion designs using Mamba. These provide
valuable perspectives for future research. The code has been released at:
https://github.com/yyh-rain-song/ReMamber.

Keywords: Referring Image Segmentation (RIS) · Multi-Modal Under-
standing · Mamba Architecture

1 Introduction

Referring Image Segmentation (RIS) is a crucial yet challenging task in the area
of multi-modal understanding [15, 25, 29]. Unlike ordinary image segmentation,
RIS involves the identification and segmentation of specific objects in image
based on the textual descriptions. This thereby requires the model to be capable
of understanding vision-language interactions, which is the core challenge of RIS.

Thanks to the powerful attention mechanisms, it has achieved great success
for RIS by leveraging transformers to promote the exact recognition of multi-
modal information. For example, existing works have designed transformer de-
coder [4, 22] or transformer encoder-decoder [24,35,36,51,55,56] to comprehen-
sively fuse visual and linguistic features, which have achieved great progress.

https://github.com/yyh-rain-song/ReMamber
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Fig. 1: We propose ReMamber, a novel referring segmentation architecture with
Mamba twister. It consists of several Mamba Twister block. Each block contains several
visual state space (VSS) layers and a Twisting layer. The Twisting layer first calculates
the interaction between image and text, and then forms a hybrid feature cube. Finally,
it “twists” the feature cube using the Channel and Spatial Scan along each dimension.

Nonetheless, it is a quadratic increase in both computation and memory when
applying full attention in transformers [5, 49]. This leads to the limitation for
resource-intensive scenarios, for example, in capturing long-range visual-language
dependencies. And this is particularly important in the context of large-size im-
ages with long textual descriptions.

Fortunately, recent advances of State Space Models (SSMs) [7, 8, 11, 46] has
emerged as promising architectures for solving the above issue. Specifically,
Mamba [8] marks a significant advancement for efficient training and inference
with linear complexity, which has been incorporated into various visual tasks.
However, current efforts primarily pay attention to single-modality settings, such
as image classification [33,62], biomedical image segmentation [31,37,44,52], low-
level vision [14,60], and point cloud analysis [26,59]. In this paper, we pioneer the
exploration of Mamba in multi-modal RIS setting, and identify that the preva-
lent multi-modality token splicing method in transformers [4,24,56] is no longer
effective. Since in Mamba, a fundamental deficiency exists: the interactions are
insufficient between channels of different tokens [8], which adversely affects the
fusion of multi-modal information in RIS.

To address this dilemma, we propose ReMamber, a novel referring seg-
mentation architecture with Mamba twister. As shown in Fig. 1, ReMamber
comprises several Mamba Twister blocks, which allow the model to be “aware” of
the textual context at every spatial location. Each block consists of several visual
state space (VSS) layers and a Twisting layer. Specifically, the VSS layers ini-
tially extract visual features, and the Twisting layer injects the textual informa-
tion into the visual modality. The Twisting layer is structured into three critical
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components. (1) A vision-language interaction operation is designed to explic-
itly capture the fine-grained interactions between modalities. This is achieved
by evaluating the similarity between visual and textual tokens then mapping
them into a shared feature space, thus generating a multi-modal feature. (2) A
hybrid feature cube is then created by concatenating the visual feature, multi-
modal feature, and global textual feature. This ensures that each visual to-
ken receives uniform influence from both local and global contexts, preventing
the overshadowing of subtle textual cues by predominant visual features. (3)
Lastly, to address the inadequate interaction within channels in Mamba, a twist-
ing mechanism is deployed. This process “twists” the feature cube channel- and
spatial-wise, thereby enhancing interaction within and across modalities. It is
accomplished through two consecutive SSMs scanning along channel and spatial
dimensions, respectively.

To sum up, the key contributions of our research are highlighted as follows:
• We pioneer the exploration of Mamba in referring image segmentation (RIS),
demonstrating Mamba’s significant potential for multi-modal understanding.
• We design a novel framework, ReMamber, that mainly contains several
Mamba Twister blocks. This design effectively captures vision-language inter-
actions using the “twisting mechanism”.
• We achieve competitive results on three challenging benchmarks. Moreover,
we conduct thorough analyses of ReMamber and discuss other vision-language
fusion designs using Mamba. These provide valuable perspectives for future re-
search.

2 Related Work

2.1 Referring Image Segmentation

Referring image segmentation (RIS) aims to segment the entities in the image
following natural language instruction. Early approaches [15, 25, 29, 39] lever-
aged RNNs or LSTMs to encode linguistic representations, and CNNs to extract
spatial features from the image at varying levels. These disparate modalities
were then integrated using the multi-modal LSTM [2,15,21,25,29,39], attention
mechanism [6,16,45,57], cycle-consistency [3], and graph convolution [17].

Recent trends have shifted towards leveraging transformers for enhanced cap-
turing and fusion of vision-language modalities. MDETR [22] and VLT [4] de-
sign a transformer decoder for fusing linguistic and visual features. LAVT [56]
adopts Swin Transformer as the visual backbone and incorporate vision-language
fusion modules within the visual encoder’s final layers. Similar strategies are em-
ployed by ReSTR [24] and CRIS [51], which utilize dual transformer encoders
for initial modality encoding, followed by feature fusion through a multi-modal
transformer encoder or decoder. Other models like PolyFormer [30], SeqTr [61]
and [43] also adopt a multi-modal transformer for vision-language fusion, but
they output masks as sequences of contour points. Meanwhile, GRES [28] and
CGFormer [47] consider transformer queries as region proposals, and regarding
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segmentations as proposal-level classification problems. Distinct from all existing
works, we introduce a pioneering multi-modal architecture named ReMamber,
based on Mamba [8]. This novel approach underscores the untapped potential
of Mamba in advancing the field of referring image segmentation.

2.2 State Space Models and Visual Applications

State space models (SSMs), originally derived from control theory, have been
effectively combined with deep learning to model the long-range dependencies.
Early works like LSSL [12] show potential when combined with HiPPO [9] ini-
tialization. S4 [11] was designed to diminish both computational and memory
demands associated with state representations. It scales linearly with sequence
length, offering a notable advantage over CNNs and transformers. Building on
S4, S5 [46] introduces the efficient parallel scan and MIMO SSM, further refining
the approach. Later, H3 [7] expanded on these foundations, achieving competi-
tive performance with transformers in language modeling. Recently, Mamba [8]
marked a significant advancement with its linear-time inference and efficient
training, incorporating a selection mechanism and hardware-aware algorithms
building upon prior works [10,13,40].

With the demonstrated success of SSMs like Mamba in language modeling,
researchers have begun to investigate their applicability to visual tasks. Works
such as ViS4mer [19], Selective S4 [50] and TranS4mer [20] directly use the
S4’s ability to capture long-range sequences for understanding inter-frame re-
lations in video classification and detection. However, they still employ Vision
Transformers for intra-frame feature extraction. More recently, Vim [62] and
VMamba [33] have shown promising results as fully Mamba-based vision back-
bones for image classification, detection, and segmentation. At the same time,
several studies have explored Mamba-based architecture on various vision tasks,
such as biomedical image segmentation [31, 37, 44, 52], low-level vision [14, 60],
and point cloud analysis [26, 59]. Nevertheless, all above efforts primarily fo-
cus on single-modality vision tasks. In this paper, we pioneer the exploration of
Mamba-base architecture in multi-modality RIS task.

3 Methods

This paper aims to develop a multi-modal Mamba-based architecture for RIS
task. In Sec. 3.1, we give the preliminary. From Sec. 3.2 to Sec. 3.5, we describe
our architecture from coarse to fine. In Sec. 3.6, we introduce other three variants
besides our design. And in Sec. 3.7 we detail the training process.

3.1 Preliminary: State Space Model

State Space Model (SSM) is a sequence model inspired by continuous systems.
It is designed to capture a mapping relationship between two functions or se-
quences, expressed as x(t) ∈ R 7→ y(t) ∈ R, through a hidden state h(t) ∈ RN .
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The evolution of the hidden state over time is governed by specific parameters
A ∈ RN×N , which directs the state evolution, and B ∈ RN ,C ∈ RN , which per-
forms the projection. Formally, SSM can be described by the following equations:

h′(t) = Ah(t) +Bx(t),

y(t) = Ch(t).
(1)

Discretizing this system introduces a timescale parameter ∆t, which trans-
forms the continuous parameters A,B into their discrete counterparts A,B. A
common way for this transformation is the zero-order hold (ZOH) approach,
defined as:

A = exp(∆A),

B = (∆A)−1(exp(∆A)− I) ·∆B.
(2)

Then, the discretized version of this system can be represented as:

ht = Aht−1 +Bxt,

yt = Cht.
(3)

Mamba [8], as a variant of SSM, releases the linearity constraint of the original
SSM described in Eq. (1), by making B and C to be input-dependent, whereas
still maintaining the linear complexity during forward process.

3.2 Architecture Overview

The pivotal aspect of Referring Image Segmentation (RIS) is the correspondence
between image and textual input. To achieve this, we propose ReMamber.
Fig. 2 shows the overview of our architecture. The basic block for ReMamber
is the Mamba Twister block. It is a multi-modal fusion block that takes both
visual and textual feature as input, and outputs the fused multi-modal feature
representation. We extract the intermediate feature after each Mamba Twister
block, and then feed it into a flexible decoder to generate the final segmentation
mask. The decoder is task-invariant, so any downstream architecture can be
applied. Below in Sec. 3.3, we will first introduce the key component: Mamba
Twister block.

3.3 Mamba Twister Block

As shown in Fig. 2, the Mamba Twister Block consists of several visual state
space (VSS) layers and a Twisting layer. The VSS layer is designed to process
features in the spatial domain. It treats the input feature as a series of image
tokens and aims to discern the spatial relationships among these tokens. The
Twisting layer aims to inject text condition into the image feature, thus guiding
the transformation of image feature. It begins by condensing the textual sequence
to compute the cross-correlation between the image and textual modalities. Sub-
sequently, it disseminates this information across each image feature patch via
a twisting operation. We’ll detail the introduction of VSS layer in Sec. 3.4 and
the Twisting layer in Sec. 3.5.
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Fig. 2: Overview architecture of our ReMamber. The basic block for ReMam-
ber is the Mamba Twister block. It consists of several visual state space (VSS) layers
and a Twisting layer. The Twisting layer first constructs hybrid feature cube from text,
image, and multi-modal features via channel concatenation. Then, it “twists” the cube
by Channel Scan and Spatial Scan. We extract intermediate features after each Mamba
Twister block, and feed it into a flexible decoder for final segmentation.

3.4 VSS Layer for Spatial Data Processing

Since the SSM is initially designed for processing temporal or causal data, which
can not effectively process non-causal data types, i.e., 2-dimensional image in
our case. To solve this issue, we adopt the Cross-Scan-Module proposed in [33],
which unfolds image patches into sequences and then scans them in four distinct
directions, ensuring that the information from all pixels is integrated during
feature transformation. We replace the scanning operation in vanilla Mamba
block with CSM, forming a visual state space (VSS) layer for our spatial feature
transformation.

3.5 Twisting Layer for Multi-modal Fusion

Here we introduce the detailed design of our Twisting layer. Intuitively, the
Twisting layer first constructs a feature cube by arranging information from
different modalities orderly. Then, pieces of information intertwine with each
other when the cube is twisted through two SSM layers along different axis,
thereby achieving modality fusion. Formally, given image feature Fi ∈ Rh×w×Ci

and text feature Ft ∈ RL×Ct , the Mamba twister aims to learn a function
(Fi,Ft) 7→ F̃ ∈ Rh×w×Co by first forming a hybrid multi-modal feature cube
and then conduct two SSM scans on it. Ci, Ct and Co are the dimensions of
visual, textual, and output feature; h,w and L are height, weight, and length.
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Forming the Hybrid Feature Cube. To explicitly build the image-text
correspondence, we design a novel vision-language interaction operation and then
form a hybrid feature cube. This allows more effective modality fusion.

To be specific, we formulated the vision-language interaction operation into
two manners: global interaction and local interaction. The global inter-
action treats the text sequence as a whole, which means that all image patches
should be aware of the semantic meaning of the text expression. We pool a global
representation FCLS

t ∈ RCt from the text sequence Ft to convey this information.
The FCLS

t is further expanded to the same size as the image feature. Formally:

F̃t = Expand(FCLS
t ) ∈ Rh×w×Ct , (4)

where Expand(·) denotes the operation that expands the input tensor to the
same size as the image feature.

However, a global representation may not be enough to capture the intri-
cate relationships between different modalities. For example, some words such
as color, shape or location may be more relevant to certain image patches than
others. The local interaction aims to capture such correlation in a fine-grained
level. Formally, we calculate the local interaction map Fc using matrix multipli-
cation:

Fc = FiWi · (FtWt)
T ∈ Rh×w×L, (5)

where Wi ∈ RCi×Cc and Wt ∈ RCt×Cc are learnable parameters. To enhance
feature processing in high dimension, we use a single convolutional layer to trans-
form Fc into F̃c ∈ Rh×w×Cc . We then concatenate Fi, F̃t, and F̃c along the
channel dimension to form the hybrid feature cube. Formally:

Fcube = [Fi, F̃t, F̃c] ∈ Rh×w×(Ci+Ct+Cc). (6)

Twisting the Hybrid Feature Cube. Generally, the scanning operation for
vanilla SSM is almost independent across channels [8]. This is not enough for
feature communication, especially when information from different modalities is
arranged along the channel dimension, i.e., our hybrid feature cube.

To foster the interactions within and across modalities, here we design a
twisting mechanism to “twist” the hybrid feature cube along different axis.
Specifically, it is composed of the Channel Scan and Spacial Scan successively.
The Channel Scan first treats the channel as an ordered sequence, and learns to
communicate cross channels, thus foster the modality fusion. Then, the Spatial
Scan operates on the spatial dimension, and learns to communicate information
cross patches within each modality separately. Formally, this process can be
written as:

Fout = SSMspatial (SSMchannel (Fcube)) , (7)

where SSMchannel refers to the Channel Scan. It is an SSM layer that treats
the concatenated feature as an ordered sequence through channel dimension,
and presents 1-D selective scan along the channel. While SSMspatial denotes the
Spatial Scan. It is an VSS layer and presents 2D selective scan along the two
spatial dimension. Fout is then feed into the next layer for further process.
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Fig. 3: Other multi-modal fusion designs. (a) In-context Conditioning ap-
pends text tokens ahead of image tokens. (b) Attention-based Conditioning uti-
lizes cross-attention mechanism for modality fusion. (c) Norm Adaptation learns a
scale and bias for the model’s normalization layers.

3.6 Discussion: Other Variants of Modality Fusion Designs

Besides the proposed Twisting layer, we also explore other variants of multi-
modal fusion designs. Fig. 3 shows the structure of three other different variants.
We here discuss these variants, and later in Sec. 4.3, we analyze the results for
these variants.
In-context Conditioning. As shown in Fig. 3 (a), in this variant, we simply
append the text sequence before the image feature, forming a longer sequence
than originally being processed. In this way, the model is able to fuse image
features with the previous text as a context. This is the most straightforward
way to allow the model aware of the text condition.
Attention-based Conditioning. Attention mechanism is usually a strong
baseline for sequence modeling. Here we utilize the cross-attention mechanism
for two modality fusion, as shown in Fig. 3 (b), To be specific, we use the image
feature as query, and the text feature as key and value, hoping to capture the
correlation between image and text.
Norm Adaptation. In this variant, we integrate the text input by adapting
the scale and bias after norm layer using FiLM [42]. We first pool a global
representation from text sequence, and then use a linear projection to transform
it into the scale and shift in layer normalization.

3.7 Model training

The proposed ReMamber is a general framework for multi-modal fusion. There-
fore, there is no restriction on the downstream decoder design nor the loss func-
tion. Here we use a simple convolution-based decoder for simplicity. The entire
network is trained in an end-to-end manner.
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4 Experiments

4.1 Datasets and Metrics

Dataset. To assess the efficacy of our proposed approach, we executed exper-
iments across three widely recognized datasets tailored for the referring image
segmentation (RIS) task: RefCOCO, RefCOCO+ [23], and G-Ref [23,38,41]. Ref-
COCO [23] is a prominent dataset in the RIS domain, comprising 19,994 images
and 142,210 referring expressions associated with 50,000 objects derived from
the MSCOCO [27] dataset through a two-player game. RefCOCO+ enhances
the challenge by excluding expressions with absolute location references, featur-
ing 141,564 expressions for 49,856 objects across 19,992 images. G-Ref [38, 41]
enriches the dataset diversity with 104,560 referring expressions for 54,882 ob-
jects in 26,711 images, showcasing an average sentence length of 8.4 words with
a heightened focus on location and appearance descriptions.
Evaluation Metrics. In line with preceding studies [48], we adopt mIoU and
oIoU as the main metrics. Furthermore, we incorporate the metric Precision@X
(X∈ {50, 60, 70, 90}) for a more comprehensive evaluation, whereas Percision@X
means the percentage of test images with an IoU score high than X%.

4.2 Implementation Details

Our model architecture is developed upon the foundations of Mamba [8] and
VMamba [33]. We adopt ImageNet pre-trained weights as initialization, and train
the model in an end-to-end manner. We set the input image resolution to 480
when compared with the state-of-the-art methods in Tab. 2, following [48,56] for
fair comparison. For other experiments (Tabs. 1 and 3 to 4), we set the image
resolution to 256 for faster training and ablation study without changing its
property. For details about the training settings, please refer to our code.1

4.3 Evaluation on Other Variants of Modality Fusion Designs

As discussed in Sec. 3.6, besides our Mamba Twister, we also provide three other
variant architectures for modality fusion, including In-context Conditioning,
Attention-based Conditioning and Norm Adaptation. To make a fair com-
parison, for all architectures, we initialize their common part (VMamba-based
parameters) with the same checkpoint. The difference is that the Twisting layer
is replaced by the corresponding fusion methods. The parameters of fusion mod-
ules are nearly equal, i.e., {103, 113, 118, 116} KB for {In-Context, Attention,
Norm Adaptation, Twister}. Here we provide a comprehensive analysis between
these architectures, showing the advantages and disadvantages of each variant.

Tab. 1 shows the comparison result. The Mamba Twister consistently outper-
forms the other variants across all metrics and datasets, indicating its superior
capability in capturing and integrating contextual information for more accurate
segmentation.
1 https://github.com/yyh-rain-song/ReMamber
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Table 1: Comparison with other modality fusion variants. “Attention” means
for “Attention-based Conditioning”, “In-Context” for “In-Context Conditioning”, and
“Adaptation” for “Norm Adaptation”. Mamba Twister steadily outperforms other vari-
ants across all metrics and datasets, indicating its superior capability in capturing and
integrating contextual information for more accurate segmentation.

Dataset: RefCOCO

val testA testB
Variants mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70

Attention 65.3 62.3 75.1 60.6 67.5 64.4 79.1 65.4 61.7 58.0 69.6 53.4
In-Context 69.1 65.9 79.7 67.5 71.2 68.9 82.2 71.8 66.2 62.8 75.0 61.7
Adaptation 70.2 67.0 80.7 69.6 72.3 70.2 83.1 73.2 66.8 62.8 75.1 63.1

Mamba Twister 71.6 68.4 82.1 70.9 73.3 71.5 84.8 74.5 68.4 64.5 77.1 64.9

Dataset: RefCOCO+

val testA testB
Variants mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70

Attention 54.0 49.7 60.7 45.5 58.7 55.8 68.5 52.9 46.9 41.9 50.6 36.6
In-Context 58.4 54.0 66.3 53.9 63.2 59.4 72.2 60.5 51.5 47.5 56.4 44.5
Adaptation 60.3 55.2 68.2 57.3 64.2 59.9 73.4 62.9 53.9 48.7 59.0 47.2

Mamba Twister 61.6 57.3 70.0 58.5 65.8 62.1 75.5 64.9 54.0 49.9 59.4 47.8

Dataset: G-Ref

val test
Variants mIoU oIoU Pr@50 Pr@60 Pr@70 Pr@90 mIoU oIoU Pr@50 Pr@60 Pr@70 Pr@90

Attention 50.5 49.2 54.2 46.0 36.7 8.1 50.8 50.8 57.3 49.8 38.6 6.4
In-Context 54.8 53.4 59.5 52.3 43.4 13.3 55.5 54.8 60.7 53.6 45.3 13.3
Adaptation 59.3 56.7 66.7 61.0 53.7 18.4 58.6 56.6 65.5 59.8 52.8 18.2

Mamba Twister 61.1 58.0 68.4 62.8 55.2 18.5 61.2 59.0 69.0 63.4 55.5 18.7

Surprisingly, despite widely used in transformers, the Attention-based Con-
ditioning performs poorly in our task. This suggests that the cross-attention
mechanism is not inherently suitable for Mamba architecture. This may be due
to a fundamental discrepancy between the two systems. To be specific, (1) the
Mamba model is predicted on ordered sequences that exhibit strict sequential
dependencies, where the state at a given time point t + 1 is determined by
the preceding time point t and a hidden state; (2) In contrast, cross-attention
mechanisms treats all tokens within a sequence equally. This discrepancy may
undermine the Mamba model’s ability to structurally model sequences, as the
cross-attention mechanism does not preserve the sequential integrity and the
hierarchical dependencies essential for the model’s operation.

Serving as a straightforward baseline, In-context Conditioning performs
sub-optimal. This may because it models image-text interaction in an implicit
way. In our situation, the length of the image feature is much larger than the
textual side, textual information may be diluted during the forward process.
Besides, this operation does not differentiate the textual information between
image patches, and would be insufficient for multi-modal fusion.

Finally, Norm Adaptation with explicit image-text interaction modeling
appears to be a strong baseline. It achieves better performance than other two
variants. However, when calculating scale and bias, it uses only a pooled vector as



ReMamber: Referring Image Segmentation with Mamba Twister 11

textual representation instead of the entire sequence. This potentially results in
the loss of information, making it less effective compared to our Mamba Twister.

Case-study using Attention Maps. In Fig. 4, we further visualized the
attention maps in Attention-based Conditioning as well as the local interaction
map in Mamba Twister defined in Eq. (5). The four images in Fig. 4(b) are
arranged from left to right with the network going from shallow to deep. It
can be observed that in the shallower layers, Mamba Twister focuses more on
the lower-level features of the images such as edges. As the layer goes deeper,
the cost map mostly concentrating on the target object, indicating that Mamba
Twister can progressively guide the image feature towards the target described
by the language. In contrast, though the Attention-based Conditioning variant
is able to locate the target, its attention map performs poorly. This may suggest
that the cross-attention mechanism struggles to accurately capture the correct
context information, and the two modalities are not truly fused together.

Fig. 4: Cross-Attention map (up) and our local interaction map (down)
comparison. Though both methods are able to predict target correctly, the cross-
attention maps don’t show correct image-text correlation, while ours are able to capture
this relationship accurately, indicating that Mamba Twister is able to gradually fusing
the two modality.

4.4 Comparison with the State-of-the-Arts

Tab. 2 shows the comparison of our ReMamber with state-of-the-art meth-
ods on RefCOCO, RefCOCO+, and G-Ref datasets. ReMamber outperforms
all other methods across all datasets, demonstrating its superior capability in
capturing and integrating contextual information for more accurate segmenta-
tion. In particular, Mamba outperforms previous Swin-based methods such as
LAVT [56] by a considerable margin, indicating the remarkable capability of the
Mamba-based architecture in segmentation tasks. and the efficiency of the newly
introduced Mamba Twister.
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Table 2: Comparison with state-of-the-art methods on RefCOCO, Ref-
COCO+, and G-Ref. The metric of oIoU is reported. Best results are in bold.

RefCOCO RefCOCO+ G-Ref
Model Backbone val testA testB val testA testB valU testU

PCAN [1] ResNet-50 69.51 71.64 64.18 58.25 63.68 48.89 59.98 60.8
MAttNet [58] MaskRCNN ResNet-101 56.51 62.37 51.7 46.67 52.39 40.08 47.64 48.61

RMI [29] DeepLab ResNet-101 45.18 45.69 45.57 29.86 30.48 29.50 - -
RRN [25] DeepLab ResNet-101 55.33 57.26 53.95 39.75 42.15 36.11 - -

CMSA [57] DeepLab ResNet-101 58.32 60.61 55.09 43.76 47.6 37.89 - -
CAC [3] DeepLab ResNet-101 58.90 61.77 53.81 - - - 46.37 46.95
STEP [2] DeepLab ResNet-101 60.04 63.46 57.97 48.19 52.33 40.41 - -

BRINet [16] DeepLab ResNet-101 60.98 62.99 59.21 48.17 52.32 42.11 - -
CMPC [17] DeepLab ResNet-101 61.36 64.53 59.64 49.56 53.44 43.23 - -
LSCM [18] DeepLab ResNet-101 61.47 64.99 59.55 49.34 53.12 43.50 - -

CMPC+ [32] DeepLab ResNet-101 62.47 65.08 60.82 50.25 54.04 43.47 - -
BUSNet [54] DeepLab ResNet-101 63.27 66.41 61.39 51.76 56.87 44.13 - -
CGAN [34] DeepLab ResNet-101 64.86 68.04 62.07 51.03 55.51 44.06 51.01 51.69

EFN [6] Wide ResNet-101 62.76 65.69 59.67 51.50 55.24 43.01 - -
ETRIS [53] CLIP ResNet-101 71.06 74.11 66.66 62.23 68.51 52.79 60.28 60.42
ReSTR [24] ViT-B-16 67.22 69.3 64.45 55.78 60.44 48.27 54.48 -
ETRIS [53] ViT-B-16 70.51 73.51 66.63 60.10 66.89 50.17 59.82 59.91
CRIS [51] CLIP ResNet-50 69.52 72.72 64.7 61.39 67.1 52.48 59.87 60.36
CRIS [51] CLIP ResNet-101 70.47 73.18 66.10 62.27 68.08 53.68 59.87 60.36
LAVT [56] Swin-B 72.73 75.82 68.79 62.14 68.38 55.10 61.24 62.10

ReMamber (Ours) Mamba-B 74.54 76.74 70.89 65.00 70.78 57.53 63.9 64.0

Table 3: Ablation on the combination of two scans. We ablated each scan
separately, as well as combining them parallel or swap the order. The occurence of
Spatial Scan affect most to the performance. The three variants performs similarly, with
the combination of Spatial-Channel slightly better. Results are evaluated on RefCOCO.

val testA testB
Channel Scan Spatial Scan mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70

✓ - 62.3 60.1 70.7 57.2 64.9 63.2 74.3 61.9 59.7 57.5 66.3 51.9
- ✓ 70.0 65.8 80.5 69.1 72.3 71.0 83.7 73.4 67.5 63.5 75.2 62.7

Parallel 71.0 68.8 81.9 70.0 73.1 71.8 84.7 74.1 67.9 64.6 76.9 64.5
Spatial-Channel 71.4 68.8 82.4 70.8 73.3 71.4 84.9 74.2 67.9 64.7 76.5 64.4
Channel-Spatial 71.6 68.4 82.1 70.9 73.3 71.5 84.8 74.5 68.4 64.5 77.1 64.9

4.5 Ablation Study

Effects of two Scans. Tab. 3 presents a comparative analysis of different
scan variants. We provide outcomes of conducting Channel Scan and Spatial
Scan independently. Additionally, results from various combinations of these
two scans are discussed. The term “Parallel” denotes the concurrent execution
of both scans, followed by adding the independent output for fusion. “Channel-
Spatial” refers to the original scanning order in Mamba Twister shown in Fig. 2,
where the Channel Scan is executed first, followed by the Spatial Scan. “Spatial-
Channel” refers to reversing the sequence of the two scans, starting with Spatial
Scan and then proceeding to Channel Scan.

Tab. 3 indicates that utilizing any single scan on its own yields suboptimal
results, with the use of Channel Scan alone experiencing the most significant
drop in effectiveness. This decline may indicate that a pure Channel Scan alters
the data distribution, adversely affecting network stability. Among the three
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hybrid scanning policies, each has its strengths and weaknesses. Overall, the
combination of Channel-Spatial Scan appears to offer a considerable advantage.

Distribution Visualization. The visualization of the distribution of the
multi-modal input data is depicted in Fig. 5, where we use PCA to map the
feature to a 3D space. The image and text data are indicated in red and blue
respectively.

Fig. 5a illustrates the distribution of the input data. We can observe that the
text data forms a linear arrangement within the 3D space, as it is duplicated
H×W times to align with the image size. This suggests that the text instruction
should be applied for each pixel within the image. Fig. 5b reveals the data
distribution following the application of a Channel Scan. Notably, this process
appears to lean towards aggregating different modalities towards a distribution
pattern similar with text. Fig. 5c demonstrates the data distribution after a
Spatial Scan. Here, the features of the textual and image data disperse, with the
modalities intermixed. The Spatial Scan thus reintegrates the previously aligned
modalities, distributing them in a manner that reflects their combined influence.

(a) Input data distribution. (b) After Channel Scan. (c) After Spatial Scan.

Fig. 5: Data distribution after Channel Scan and Spacial Scan. Image in
red and text data in blue. The Channel Scan tends to aggregate different modalities
towards the distribution of textual side. The Spatial Scan reintegrates the previously
aligned modalities, distributing them in a manner that reflects their combined influence.

Table 4: Ablation study on global and local interaction. Both global and local
interactions are crucial for modality fusion. Results are evaluated on RefCOCO.

val testA testB
Image Global Local mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70 mIoU oIoU Pr@50 Pr@70

✓ ✓ - 69.1 66.6 79.5 66.3 71.4 69.8 82.3 70.9 66.3 63.7 74.7 61.0
✓ - ✓ 69.9 67.9 80.6 68.2 72.2 70.6 83.9 73.1 66.4 63.8 75.3 61.7
✓ ✓ ✓ 71.6 68.4 82.1 70.9 73.3 71.5 84.8 74.5 68.4 64.5 77.1 64.9

Effects of Global and Local Features. We also ablate the effect of global
and local interactions when forming the hybrid feature cube, formally, the F̃t

and F̃c in Eq. (6). The results in Tab. 4 illustrate that the integration of both
global and local features significantly enhances the performance.
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4.6 Visualization Results

Fig. 6: Visualization results of our ReMamber and the baseline model LAVT. Our
model is able to predict more accurate masks.

Fig. 6 presents the visualization results of our method compared with the
baseline method LAVT [56]. Our ReMamber is capable of producing segmen-
tation results with higher accuracy.

5 Conclusion

In this study, we introduce ReMamber, a novel architecture utilizing the Mamba
framework in Referring Image Segmentation (RIS). It marks a significant ad-
vancement in multi-modal understanding. By integrating visual and textual in-
formation through innovative Mamba Twister blocks, our approach sets new
benchmarks in image-text modality fusion. Achieving competitive results across
multiple RIS datasets, our research highlights the potential of Mamba architec-
ture in enhancing the scalability and performance of multi-modal tasks, offering
promising directions for future exploration in the field.

Limitations and Future Works. In our current architecture, the segmen-
tation decoder is constructed by only a few convolutional layers. As shown
in Sec. 4.3, the integration of the Cross-Attention mechanism within the Mamba-
based architecture demonstrates sub-optimal compatibility, undermining the
overall efficacy of our method. In light of these findings, future endeavors will be
directed towards the investigation of more sophisticated multi-modal segmenta-
tion decoders which best fit Mamba architecture.
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