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1 Comparisons

User Study As described in the main paper, we conducted a user study to
further validate our findings. We constructed an evaluation set comprising 50
unique pairs of style and content images, randomly sampled from a diverse pool
of 23 objects and 25 style references. From this evaluation set, we selected 10
representative pairs for each of the competing methods: ZipLoRA, StyleDrop,
and StyleAligned. For each pair, we generated images using both the respective
method and our approach, presenting them alongside the original style and con-
tent references, as illustrated in Figure 1 The generated images were displayed
in a randomized order to avoid bias. Participants were asked to choose the re-
sult that “better transfers the style from the style image while preserving the
content of the content image.” In total, we gathered 1020 responses from 34 par-
ticipants, ensuring a comprehensive evaluation of our method against alternative
approaches.

Qualitative Comparisons In Section 5 of the main paper, we conducted a com-
parison of our B-LoRA method against four state-of-the-art baselines for im-
age stylization incorporating personalization [2, 3, 8, 9]. In this section, we delve
deeper into the implementation details and present additional qualitative results.
To begin, we employed DreamBooth-LoRA [7] fine-tuning to obtain both style
and content LoRAs, utilizing the same parameter configuration as ZipLoRA [8].
For content images, we conducted fine-tuning across a set of images of the same
object, except for the experiment involving a single image. However, for style
LoRAs, we conducted fine-tuning using a single style image. We utilized the
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Fig. 1: Screenshot from the user study. Each of the two images, labeled A and B,
represents a result obtained from a different method. Participants were tasked with
selecting the image they believe is better in terms of both style adaptation and content
preservation.

prompts provided in DreamBooth [6] and StyleDrop [9], specifically “A [v] <ob-
ject>” or “A <object> in [s] style” for content and style, respectively. Subse-
quently, for ControlNet combined with DreamBooth-LoRA, we leveraged the
publicly available implementation of ControlNet on SDXL from huggingface [3].
this approach involved utilizing the style LoRAs we trained for style transfer
while employing CannyEdge with thresholds of 100 and 200 for content guid-
ance in ControlNet. For StyleDrop [9], we followed the methodology outlined in
StyleAligned [2] for fine-tuning the model over the style images, followed by fus-
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ing the content LoRAs with the SDXL weights. Similarly, for StyleAligned [2],
we utilized the authors’ implementation for subject-driven generation alongside
our content LoRAs. Lastly, for ZipLoRA [8], we use the unofficial implementa-
tion [5] with default parameters. We provide additional comparisons of our B-
LoRA method against the aforementioned approaches using the same evaluation
set presented in Section 5 of the main paper. These additional comparisons are
illustrated in Figure 5. Furthermore, we provide comparisons with challenging
content inputs, such as stylized images, presented in Figure 6. We also showcase
comparisons with challenging style inputs, such as object images, in Figure 7.
These examples demonstrate the robustness of our method in handling diverse
and complex content and style references.

Comparisons to Baselines Beyond SDXL-Based Approaches We provide addi-
tional comparisons of our method with three other image stylization techniques
that do not rely on SDXL: StyTr2 [1], AdaAttn [4], and SWAG [11]. We evalu-
ated the results using the same quantitative metrics described in the main paper.
Figure 2 presents a qualitative comparison of the same set shown in the main
paper, and Table 1 contains the quantitative results.

Table 1: Quantitative comparison: We measure the average cosine similarity between
the DINO features of the output image and the reference style and content. In this
experiment, we use a single input image for evaluation.

StyTr2 AdaAttn SWAG Ours

Style
Transfer 0.83 0.818 0.883 0.881

Content 0.854 0.828 0.788 0.790

Comparisons to InstantStyle InstantStyle [10] is a concurrent work to ours.
Aimed at performing image stylization tasks based on a style image reference.
InstantStyle achieves this by injecting the CLIP embedding of the style image
into style-specific blocks within SDXL, similar to our method, where the fifth
block is selected for the style condition. Notably, InstantStyle uses a trained
IP-Adapter model and does not require fine-tuning, which is its main advantage
over our method. Both approaches provide compelling results in consistent style
generation, as presented in Figure 3. For content conditioning, InstantStyle uti-
lizes ControlNet, while our method separates content from style and extracts
both. This allows for better content preservation in scenarios where ControlNet
may not capture the content well enough or may override the style, as shown in
Figure 4. Additionally, InstantStyle requires the content component to be explic-
itly defined to subtract its CLIP embedding from the style embedding, whereas
our approach learns the content and style implicitly. For a fair comparison, we
trained our method using the style images from InstantStyle.



4 Frenkel et al.

Content Style StyTr2 AdaAttn SWAG Ours

Fig. 2: Comparison with alternative approaches that do not rely on SDXL. The input
style and content references are shown on the left.

2 Limitations

(a) (b) (c)

Fig. 8: Method limitations. (a) Sub-
optimal identity preservation due to color
separation. (b) Style leakage from back-
ground objects. (c) Inability to adequately
capture content in complex scenes.

While our work enables robust image
stylization across various complex in-
put images, it does have limitations.
First, in our style-content separation
procedure, the object’s color is often
included in the style component. How-
ever, in some cases, color plays a cru-
cial role in preserving identity. There-
fore, when stylizing the content com-
ponent, the results may not properly
preserve the object’s identity, as illus-
trated in Figure 8(a). Second, since
we use a single reference image, our
learned style component may encom-
pass background elements rather than
focusing solely on the central object, as demonstrated in Figure 8(b). Lastly,
while our method effectively stylizes scene images, it may encounter challenges
with complex scenes containing numerous elements. Consequently, it may strug-
gle to accurately capture the scene structure, potentially compromising content
preservation, as depicted in Figure 8(c).
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Here, we expand upon this section and propose potential approaches to mit-
igate these limitations.

The first limitation we aim to address is the sub-optimal identity preservation
due to color separation. To overcome this issue, we propose applying a scaling
factor of alpha between 0.4-0.5 to the style adapter ∆W 5. This adjustment allows
for preserving the original colors of the subject while minimizing interference
with other style B-LoRA injections, as illustrated in Figure 9.

To mitigate style leakage from background objects in the style reference im-
age, we suggest preprocessing the training data by center cropping the desired
style reference image. This approach increases precision by focusing on the cen-
tral object during the B-LoRA training process.

Addressing the final limitation of adequately capturing content in complex
scenes, we conducted an ablation study to explore the effect of injecting different
prompts into different blocks of the network. Specifically, we conducted five
experiments:

(1) Injecting our method’s prompt “A [c] in [s] style”, into all transformer
blocks of the UNet. (2) Injecting “A [c]” into the content block W 4 while injecting
“A [s]” into all other blocks. (3) The complement of (2), injecting “A [s]” into the
style block W 5 and “A [c]” into all other blocks. (4) Similar to (2), but injecting
“A [c]” into W 4 while other blocks receive “A [c] in [s] style”. (5) Similar to (3),
but injecting “A [s]” into W 5 while other blocks receive our method’s prompt “A
[c] in [s] style”.

We present the results of these experiments in Figure 10. Our findings in-
dicate that injecting the prompt “A [c]” into W 4 while other blocks receive the
prompt “A [c] in [s] style” often leads to improved generation results, particularly
for complex scenes containing numerous elements.

3 Analysis and Ablation

Layers Optimization As detailed in Section 4 of the main paper, the SDXL UNet
comprises 11 transformer blocks, with the high-resolution blocks containing 2 at-
tention layers each and the middle 6 blocks containing 10 attention layers each
(see Figure 3 in the main paper). To explore the impact of different block combi-
nations on the resulting image, we divided the UNet into 8 blocks {W 0

0 . . .W 7
0 },

where {W 1
0 . . .W 6

0 } represent the bottleneck blocks, as discussed in Section 4,
and designated W 0

0 and W 7
0 for the high-resolution blocks at the edges. We aimed

to assess the effects of optimizing various block combinations {∆W i, ∆W j} by
jointly training the LoRA weights of the corresponding blocks. Qualitative re-
sults are depicted in Figures 11 and 12, where each cell (i, j) represents the
reconstruction image for the prompt “A [v]” after training the LoRAs solely for
the i-th and j-th blocks of the SDXL Unet. The diagonal entries represent out-
put generated by training a single block. Upon examination, we observed that
optimizing {∆W 4, ∆W 5} consistently produced the most satisfactory results for
content and style, respectively, outperforming other combinations. Notably, the
reconstruction in cell (4, 5) yielded the best results achievable among all com-
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binations, supporting our findings in the main paper. Furthermore, we noted
that the combination of blocks 2 and 5 also achieved satisfactory reconstruction.
However, employing this combination may lead to less disentanglement of style
from content, as ∆W 5 needs to “cover” ∆W 2 by learning content details instead
of focusing primarily on style, as intended. This observation further solidifies our
choice of optimizing {∆W 4, ∆W 5} for effective style-content separation.

Prompt Selection To validate our choice of the prompt “A [v]” during optimiza-
tion, we conducted an ablation study regarding the prompt used during training.
As described in the DreamBooth [6] paper, the authors suggest that the most
efficient way to conduct the fine-tuning process is by using the prompt “A [v]
<class-name>”, where [v] is the token dedicated for personalization, and <class-
name> is the class of the object depicted in the input image. We compare our
method of optimizing ∆W 4 and ∆W 5 with the prompt “A [v]” against using the
suggested “A [v] <class-name>” prompt.

In Figure 13, we demonstrate the impact of different prompts on style transfer
between objects by fusing ∆W 4

c1 and ∆W 5
c2 to transfer the style of object1 to

object2. We use four different prompts: (1) “A [c1] in [c2] style” (our method),
(2) “A [c1] <obj1> in [c2] style”, (3) “A [c1] <obj1> in [c2] <obj2> style”, and
(4) our method optimized without the class name.

As can be seen, the first column, using “A [c1] in [c2] style”, fails to reconstruct
the object’s structure correctly. The second column, with “A [c1] <obj1> in [c2]
style”, successfully reconstructs the content but struggles to transfer the style.
In the third column, using “A [c1] <obj1> in [c2] <obj2> style”, the structure
of the resulting image is affected by the obj2 class name.

In contrast, our method in the fourth column, optimized without the class
name, is able to preserve the content image’s structure and effectively transfer the
style from the other object. This demonstrates the effectiveness of our approach
using the prompt “A [v]” during optimization.

Alpha Effect As mentioned in the main paper, by the end of the training, we can
obtain the tuned model weights using W = W0+∆W , where ∆W is our trained
B-LoRA update. The strength of the fine-tuning merge equation can be adjusted
and controlled by the alpha scalar: W = W0+α∆W . (in our experiments α = 1).
We demonstrate alpha’s effect on style and content components in Figure 14. As
can be seen, when the alpha value is small, both the style and the content may
be lost.

4 B-LoRA for Personalization

Throughout the paper, our method has been implemented using a single image
for decoupling style and content. However, by training our method using multiple
images for content, we can recontextualize reference objects while preserving
stylization quality. In Figures 15 and 16, we showcase the versatility of our
method by combining various B-LoRAs for style and content with text prompts.
Note that the style can be derived from the reference style or from other objects.
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5 Additional Results

Our B-LoRA method focuses on three main applications: image stylization based
on image style references, text-based image stylization, and consistent style gen-
eration. In Figures 17 and 18, we present additional results generated by our
approach for image stylization based on image style references. The columns
represent the style reference images, while the rows correspond to the content
reference images. As discussed, our method demonstrates proficiency in extract-
ing content from style images (Figure 19) and extracting style from objects for
object mixing tasks (Figure 20). In Figures 21 and 22, we provide qualitative
results showcasing our method’s performance on randomly selected objects and
styles from our evaluation set. These examples further highlight the robustness
of our approach to handling diverse content and style references. In Figure 23
we present additional qualitative results for text-based image stylization. As dis-
cussed in the paper, by utilizing only the learned B-LoRA weights capturing the
content, our method enables text-guided style manipulation while effectively pre-
serving the input object’s content and structure. These results demonstrate the
flexibility of our approach in allowing challenging style manipulations through
textual guidance.
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Input Style Method “A dog” “A moose” “A giraffe” “A girl”

Ours

InstantStyle

Ours

InstantStyle

Ours

InstantStyle

Fig. 3: Comparison of stylization results between our method and InstantStyle. The
input style image is shown in the first column, followed by results generated by our
method and InstantStyle for different prompts: “A dog”, “A moose”, “A giraffe”, and “A
girl”. The images of InstantStyle are taken from the original paper. Both approaches
achieve consistent style generation, demonstrating the effectiveness of style transfer.
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Content Style InstantStyle Ours

Fig. 4: Comparison of style and content mixing between our method and InstantStyle.
The results illustrate cases where ControlNet, used by InstantStyle, may fail to ade-
quately capture the content or may override the style. For example, in the fourth row,
we can see that ControlNet failed to extract the shape of the dog, leading to unsatisfac-
tory results, While our method demonstrates better content preservation. The images
showcase the stylization applied to various content images, highlighting differences in
how each approach handles content and style integration.
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Content Style DB-LoRA ZipLoRA StyleDrop
SDXL

Style-
Aligned Ours

Fig. 5: Additional comparisons for image stylization based on reference image.
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Content Style DB-LoRA ZipLoRA StyleDrop
SDXL

Style-
Aligned Ours

Fig. 6: Additional comparisons using challenging stylized images as content input. As
can be seen, other methods encounter difficulties in disentangling the style and content
from these images, consequently struggling to effectively transfer the style from one
stylized image to another. ©The paintings in the first three rows are by Judith Kondor
Mochary
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Content Style DB-LoRA ZipLoRA Style-
Aligned Ours

Fig. 7: Additional comparisons using challenging subject images as style reference. As
can be seen, other methods encounter difficulties in disentangling the style and content
from these images, consequently struggling to effectively transfer the style from one
object to another.

Content

Fig. 9: To mitigate the limitation of sub-optimal identity preservation due to color
separation, we propose combining adapters {∆W 4,∆W 5}, with ∆W 5 assigned a co-
efficient α within the range of [0.4, 0.5]. This method preserves the original colors of
the subject while allowing stylizations using text prompts. The generated contents de-
picted in the figure are based on the prompt “Watercolor painting of [c]”.
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Content Style (1) (2) (3) (4) (5)

Fig. 10: Qualitative results of an ablation study investigating the effect of injecting
different prompts into different blocks of the network to address the limitation of cap-
turing content in complex scenes. Five experiments were conducted presented in the
five columns [1-5]: (1) Injecting our method prompt, denoted as p1 = “A [c] in [s] style”,
into the entire Unet. (2) Injecting “A [c]” into the content block W 4 while all other
blocks receive “A [s]”. (3) The complement, injecting “A [s]” into the style block W 5

and “A [c]” into all other blocks. (4) Similar to 2, but injecting “A [c]” into W 4 while
other blocks receive “A [c] in [s] style”. (5) Similar to 3, but injecting “A [s]” into W 5

while other blocks receive our method’s prompt “A [c] in [s] style”. As can be seen the
(4) columns contains the best results.
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∆W 0 ∆W 1 ∆W 2 ∆W 3 ∆W 4 ∆W 5 ∆W 6 ∆W 7

∆W 0

∆W 1

∆W 2

∆W 3

∆W 4

∆W 5

∆W 6

∆W 7

Fig. 11: Qualitative results of the ablation study showcasing the reconstruction images
for prompt “A [v]” after training LoRAs for different block combinations of the SDXL
Unet. Each cell (i, j) represents a specific block combination, with the diagonal repre-
senting output generated by training a single block. Notably, cells (4, 5) demonstrate
the most consistent and optimal reconstruction for content and style, respectively
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∆W 0 ∆W 1 ∆W 2 ∆W 3 ∆W 4 ∆W 5 ∆W 6 ∆W 7

∆W 0

∆W 1

∆W 2

∆W 3

∆W 4

∆W 5

∆W 6

∆W 7

Fig. 12: Qualitative results of the ablation study showcasing the reconstruction images
for prompt “A [v]” after training LoRAs for different block combinations of the SDXL
Unet. Each cell (i, j) represents a specific block combination, with the diagonal repre-
senting output generated by training a single block. Notably, cells (4, 5) demonstrate
the most consistent and optimal reconstruction for content and style, respectively.
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Content Style (1) (2) (3) Ours

Fig. 13: Ablation study on the impact of different prompts for style transfer between
objects. The first three columns use the prompts: (1) “A [c1] in [c2] style”, (2) “A
[c1] <obj1> in [c2] style”, (3) “A [c1] <obj1> in [c2] <obj2> style”, respectively. The
fourth column shows our method using the prompt “A [v]” without class names during
optimization of ∆W 4 and ∆W 5. Our approach in the fourth column better preserves
the content object’s structure while effectively transferring the style from the other
object.



Implicit Style-Content Separation using B-LoRA 17

Fig. 14: On the left is the style-content input pair. On the right is quantitative control
over style and content by altering the α parameter, shown in white.
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Content Style “playing
with a ball”

“catching
a frisbie”

“wearing
a hat”

“with a
crown”

Fig. 15: While maintaining the stylistic characteristics of the style, our method ef-
fectively re-contextualizes the content object. Note that our approach is capable of
transferring the style from either a style or object reference image.
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Content Style “riding a
bicycle” “sleeping” “in a

boat”
“driving
a car”

Fig. 16: While maintaining the stylistic characteristics of the style, our method ef-
fectively re-contextualizes the content object. Note that our approach is capable of
transferring the style from either a style or object reference image.
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Input
Content

Style

Fig. 17: Image stylization based on image style reference using B-LoRA, illustrating
the performance on challenging content image references. ©The paintings in the first
three columns are by Judith Kondor Mochary.
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Input
Content

Style

Fig. 18: Image stylization based on image style reference using B-LoRA, illustrating
the performance on challenging content image references.
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Input
Content

Style

Fig. 19: Additional results generated using B-LoRA. Our method able to blend content
and styles across different style images. Each object in the (i, j) cell is created by
combining the ∆W 4 of the i-th row with the ∆W 5 of the j-th column, while the
diagonal represents the reconstruction image. ©The paintings in the second and third
columns (and rows) are by Judith Kondor Mochary.
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Input
Content

Style

Fig. 20: Additional results generated using B-LoRA. Our method able to blend content
and styles across different objects. Each object in the (i, j) cell is created by combining
the ∆W 4 of the i-th row with the ∆W 5 of the j-th column, while the diagonal represents
the reconstruction image.
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Input
Content

Style

Fig. 21: Image stylization based on image style reference using B-LoRA for randomly
selected objects and styles. ©The paintings in the last two columns are by Judith
Kondor Mochary.
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Input
Content

Style

Fig. 22: Image stylization based on image style reference using B-LoRA for randomly
selected objects and styles.
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Content “Made of
Gold” “... Wood” “... Glass” “... Wool” “... Steel”

Fig. 23: Text-based Image stylization using B-LoRA, generated using the prompt “A
[v] made of ...”.
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