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Abstract. Simulated virtual environments have been widely used to
learn robotic agents that perform daily household tasks. These envi-
ronments encourage research progress by far, but often provide limited
object interactability, visual appearance different from real-world en-
vironments, or relatively smaller environment sizes. This prevents the
learned models in the virtual scenes from being readily deployable. To
bridge the gap between these learning environments and deploying (i.e.,
real) environments, we propose the ReALFRED benchmark that em-
ploys real-world scenes, objects, and room layouts to learn agents to
complete household tasks by understanding free-form language instruc-
tions and interacting with objects in large, multi-room and 3D-captured
scenes. Specifically, we extend the ALFRED benchmark with updates
for larger environmental spaces with smaller visual domain gaps. With
ReALFRED, we analyze previously crafted methods for the ALFRED
benchmark and observe that they consistently yield lower performance
in all metrics, encouraging the community to develop methods in more
realistic environments. Our code and data are publicly available3.
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1 Introduction

Building autonomous robotic assistants that can perform everyday household
tasks has been an elusive aspiration within the research community for decades.
To let them learn these intricate tasks, we may provide them with interactive
environments where agents can learn task completion skills with numerous inter-
actions with environments. A straightforward approach to train such agents that
can carry out real-world activities is to directly deploy robots in real-world envi-
ronments and let them learn to complete desired tasks. However, this often faces
several practical challenges, including cost, time, or safety concerns [3,14,39,68].

3Homepage: https://github.com/snumprlab/realfred
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Fig. 1: Proposed ReALFRED benchmark. The top image provides a perspective
view of one of our scenes. The images below represent third-person views at each time
step, along with their corresponding descriptions, for better understanding. The agent is
required to understand instructions in natural language and then complete the desired
tasks by navigating large 3D-captured environments and interacting with objects.

As an alternative, several simulated environments have been introduced [59,
74] which leverage extensive 3D-captured environments obtained from real-world
scenes [7, 56]. Compared to real-world deployment, these environments o�er
agents a faster process of taking actions and observing consequences, and the
convenience of resetting the environment and trying again in case of failure,
which enables agents to learn the skills to complete desired tasks. Adopting such
simulated environments has produced remarkable advancements in various sub-
tasks for embodied AI agents, including visual navigation [9,47,50,55,73], vision
and language navigation [1, 37], and remote object grounding [54]. Due to the
inherently static nature of these 3D-captured environments where objects (e.g.,
books, chairs,etc.) remain non-interactive, however, current benchmarks [1, 9]
for these tasks have less focused on object interaction, which might hinder de-
ployability for more complex tasks that require object interaction. Recent stud-
ies [44,57] insert liftable objects in scanned environments for object interaction,
but they support limited object interaction such as picking up objects, which
might not provide enough deployability for more challenging real-world scenarios
such as heating objects using a microwave or cooling objects using a refrigerator.

Meanwhile, virtual game engines such as Unity have been exploited to build
object-interactable environments with graphically crafted assets, including walls,
�oors, ceilings, and objects. These object-interactable environments have led to
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