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Abstract. Neural Radiance Fields (NeRFs) have become a key method
for 3D scene representation. With the rising prominence and influence
of NeRF, safeguarding its intellectual property has become increasingly
important. In this paper, we propose NeRFProtector, which adopts a
plug-and-play strategy to protect NeRF’s copyright during its creation.
NeRFProtector utilizes a pre-trained watermarking base model, enabling
NeRF creators to embed binary messages directly while creating their
NeRF. Our plug-and-play property ensures NeRF creators can flexibly
choose NeRF variants without excessive modifications. Leveraging our
newly designed progressive distillation, we demonstrate performance on
par with several leading-edge neural rendering methods. Our project is
available at: https://qsong2001.github.io/NeRFProtector.
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1 Introduction

Neural Radiance Fields (NeRFs) [4,/12,/29,31] mark a new way for 3D scene rep-
resentation. As individuals might use radiance fields to represent their chosen 3D
scenes and share these representations with the public, it becomes increasingly
critical to establish a convenient copyright framework tailored to these novel rep-
resentations during their creations. Then, once created, the copyright of these
scene representations can be easily claimed in the event of an ownership breach.

While CopyRNeRF [25] is developed to uphold copyright protection by em-
bedding binary watermarks into NeRF models and then extracting watermarks
from rendered images, its effectiveness is lessened by its weaknesses. First, a
delay exists between creating the NeRF model and inserting ownership mes-
sages because binary messages are embedded into the NeRF model post-creation
through model fine-tuning. Should malicious users acquire NeRF models in this
delay, they could exploit them for nefarious intentions. Second, NeRF creators
are required to jointly train a message extractor during message embedding,
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Fig.1: Proposed scenario of our method. NeRF creators can obtain a pre-trained
watermarking extractor from a third party (e.g., open-source library) or train a mes-
sage extractor separately via standard pipelines, as the watermarking base model
F. Once obtained, this base model is considered “plug-and-play” in our scenario.
Throughout the NeRF creation process, creators can readily use this base model to
embed watermarks in their NeRF. After the optimization of NeRF is complete, they
obtain a watermarked NeRF. When this watermarked NeRF is distributed publicly,
the creators can then use the same base model to retrieve binary messages from newly
rendered views, thereby asserting their ownership.

which makes the entire watermarking process exceedingly time-intensive and
complex. NeRF creators or owners may abandon the watermarking due to its
excessive complexity and difficulty.

If NeRF creators are reluctant to use it, any fabulous designs for watermark-
ing become meaningless. Therefore, in addition to the primary evaluation criteria
for watermarking systems - robustness and invisibility of embedded binary mes-
sages |7] - we introduce NeRFProtector, a NeRF watermarking framework with
a plug-and-play property. Such a plug-and-play property ensures that binary
messages can be conveniently incorporated into existing NeRF variants with
minimal modifications.

As shown in Fig. [T} we use a watermarking base model to achieve the above
goals. The watermarking base model can be obtained from a third party (e.g.,
some open-resource message extractorsﬁ) or trained separately via standard
pipelines. NeRF' creators simply need to select one watermarking base model
and integrate it with their chosen NeRF variants (e.g., Instant-NGP [31], Ten-
sorRF [4], and so on), and then message embedding and NeRF optimization can
proceed concurrently. Once optimization is complete, NeRF owners can use the
base model to retrieve binary messages from the rendered contents of NeRF. This
approach spares NeRF creators from extra efforts for modifying NeRF structures.
Crucially, message embedding occurs during the creation of NeRF, leaving no
window of opportunity for malicious attackers. Based on our investigation, the
message extractor from conventional image watermarking frameworks [1454] can
directly be our watermarking base model. These message extractors, through
their training, have acquired knowledge of copyright messages and inherently
possess the capability to retrieve such messages. Once NeRF creators acquire
this watermarking base model, they can watermark their NeRF by distilling
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message knowledge from the extractor into their NeRF. Then, we only need to
consider how to distill such established knowledge of binary messages into NeRF
during creation.

Some methods like CLIP-NeRF [43] leverage knowledge from external CLIP
model [37] to execute shape and color manipulation [5|. However, these meth-
ods necessitate modifications to NeRF’s core structure for representation, which
is inconsistent with our aim of ensuring watermarking compatibility with ex-
isting NeRF frameworks. To maintain simplicity, our proposed scenario opts
for a simple Progressive Global Rendering (PGR) in place of NeRF’s typical
volume rendering. NeRF’s volume rendering typically involves rendering a ran-
dom subset of pixels, referred to as local rendering here, during optimization
to manage computational demands. This limited pixel rendering is insufficient
for embedding messages effectively within NeRFs. Rather than only rendering
a small subset of pixels each time, our progressive global rendering renders all
pixels across various image resolutions. This approach allows for more effective
message embedding within NeRF’s representation.

The framework of NeRFProtector is shown in Fig. 2} In our designs, we
do not change the fundamental representation of NeRF. NeRF creators only
need to use a pre-trained message extractor as the base model to finish both
message embedding and extraction. Despite the plug-and-play property of this
base model, our framework can also satisfy the key criteria for robustness and
invisibility. Our key contribution can be concluded as follows:

— A plug-and-play mode that NeRF creators easily watermark their NeRFs
during the creation process, leaving no delays between NeRF creation and
ownership message embedding.

— The utilization of a watermarking base model for efficient message embed-
ding and extraction.

— Progressive global rendering is proposed to effectively distill message knowl-
edge from the watermarking base model into NeRFs by exploring relations
between rendering strategies and watermark embedding.

The plug-and-play property of NeRFProtector ensures that minimal modifi-
cations are required to the architecture of NeRF representation, and the whole
watermarking process can be conducted conveniently. Extensive experiments are
conducted to verify the performance of our method, and the potential threats
are also analyzed.

2 Related work

Digital watermarking for 2D. Digital watermarking serves as a method for
embedding copyright messages, referred to as watermarks, into various digital
assets. These assets include images [18,|40}45}/54], videos [2,/824], and certain
generative models [11}/50]. Researchers also investigate techniques that aim to en-
sure the watermark’s robustness against various attacks [1}9}/34,39] and common
image processing operations such as compression, cropping, and resizing [14,/54].



4 Q. Song et al.

The embedded copyright can be used for various purposes, including copyright
protection and intellectual property protection. Our work leverages the prior
knowledge of 2D watermarking and achieves copyright information protection
for NeRF.

Neural Radiance Fields. Neural Radiance Fields (NeRF) [29,311/42]/52[53] is a
method for 3D scene representation. It can represent a scene as a continuous 3D
function that models the radiance at every point in space. In recent years, NeRF
has sparked a lot of research interest and has been widely adopted in the com-
puter vision and graphics communities. NeRF has been extended to incorporate
additional functionalities, such as text-to-3D |19}/27,/33|, image-to-3D [22}/41}4§],
scene editing [23}/49], and 3D model copyright protection [16}25] tasks. These
extensions further showcase the versatility and potential applications of NeRF
in various domains. As the popularity and impact of NeRF continue to grow,
the need for protecting its intellectual property becomes crucial.

Digital watermarking for 3D. Traditional 3D watermarking approaches fo-
cus on watermarking on polygonal meshes [32}34,/38] and point clouds [13}21]
with explicit structures. A deep-learning-based approach [47] embeds binary mes-
sages in 3D meshes and extracts them from 2D rendered images. For implicit 3D
models such as NeRF, SteagaNeRF [16] introduces a technique for embedding
data within NeRF. Specifically, CopyRNeRF [25] suggests safeguarding NeRF’s
copyright by embedding binary messages into NeRF and subsequently extract-
ing watermarks from the images rendered. CopyRNeRF [25] also investigates
several settings in the ownership claim of NeRF representation. However, Copy-
RNeRF [25] is limited to embedding binary ownership messages through model
fine-tuning post-creation of NeRF models, a process that potentially leaves room
for exploitation by malicious individuals. Furthermore, its complex usage might
discourage NeRF creators from adopting it. In contrast, our NeRFProtector en-
ables the watermarking of NeRF models right at the point of creation, utilizing
an easy-to-use plug-and-play watermarking base model.

3 Problem statement

NeRF. NeRF [29] takes in a 3D location x € R? and viewing direction d € R?,
then outputs a color value ¢ € R? and a density value o € Rt. To produce a
pixel’s color in a 2D image, samples of these values can be composited along
a ray according to volume rendering. Formally, N, points are sampled along
a camera ray r with color and density values {(ci, %)} ;. The corresponding
RGB color value C(r) is obtained using alpha composition as

Np

C(r) = ZTr’i(l — exp (—Uiéﬁ))ci, (1)
i=1

where T = H;;ll (exp (—0%4%)), and &% is the distance between adjacent sample

points. The weights of NeRF can be optimized by minimizing a reconstruction
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Fig.2: Our plug-and-play method to watermark NeRF during its creation. (1)
Building watermarking base model: The watermarking base model F can be
sourced from a third party (Sec. [l.I)). We implement a HiDDeN [54] framework to
get the pre-trained message extractor as our watermarking base model F. During the
training, the encoder £ encodes a randomly selected 48-kit message m and cover im-
age I, and outputs a watermarked image I.,. Then the message extractor F extracts
embedded message m from the watermarked image. Message encoder £ is discarded
after building watermarking base model F. (2) NeRF creation with message dis-
tillation: NeRF creators first fix a copyright message m, then employ this base model
F to embed selected watermarks to NeRFs during the creation process via Progressive
Global Rendering (PGR) and message distillation (Sec. . When the optimization
of NeRF is finalized, creators immediately obtain a watermarked NeRF. (3) Extract-
ing watermark: Subsequently, they can utilize the base model F to retrieve binary
watermarks from the rendered images, asserting their ownership.

loss between observations C and predictions C as

N,
1 S A
»Ccontent = F Z ||C(7nm) - C(Tm)Hgv (2)
" m=1

where N, is the number of sampling pixels.

Our scenario. From the scenario shown in Fig. [1, NeRF creators can acquire
the off-the-shelf watermarking base models from a third party or train a base
model separately via standard pipelines. Then, they can directly combine the
base model with their NeRF optimization. Once the optimization has concluded,
the message embedding also concludes. Then, the base model can be further used
to extract binary messages for ownership claims.

Our approach diverges from conventional watermarking techniques [25] for
NeRF models. Rather than embedding the ownership messages after the cre-
ation of NeRF, we ensure NeRF models are protected right from their outset,
substantially narrowing the window of opportunity for malicious actors. Addi-
tionally, this method permits NeRF creators to train their models with minimal
deviation from standard procedures, avoiding the extra workload of training
supplementary modules.

4 Proposed NeRFProtector

Our NeRFProtector aims at embedding k-bit binary messages m € {0, 1}* dur-
ing the creation of NeRF. As our scenario relies on an important base model for
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watermarking, we first introduce it in Sec. Then, we introduce how to distill
knowledge from this base model into NeRF via a newly designed progressive
distillation in Sec.

4.1 Building watermarking base model

The essence of our approach is to switch out the current processes of message
embedding and extraction with a watermarking base model. We envision this
base model to possess a plug-and-play property, enabling NeRF creators to
seamlessly incorporate it into their NeRFs with only minor modifications to
established architecture. Additionally, this base model is designed to withstand
common image-level distortions, ensuring robust message extraction even from
distorted rendered images.

For simplicity, we choose the extractor from HiDDeN [54], a well-established
deep-learning-based watermarking framework, to serve as our base model. As a
message extractor for image watermarking, the base model naturally owns the
capability to extract binary messages from watermarked images. Besides, we
can easily make the extraction more robust by employing established studies in
image watermarking [14}/54]. At last, the base model has learned the message
pattern during its training, and we can then distill such learned knowledge into
the representation of NeRF during its optimization.

Due to the requirement for plug-and-play, we refrain from making additional
modifications to HiDDeN [54]. In general, HiDDeN [54] jointly optimizes the
watermark encoder £ and the watermarking base F to robustly embed k-bit
binary messages into images. Specifically, during optimization, the encoder £
takes a cover image I, and a message m € {0,1}* as inputs and output a
watermarked image I, as follows,

I, =&(1,,m). (3)

Binary message m is then extracted from distorted images using a watermark
extraction network F as m = F(T'(I.y)). Then, the whole network is optimized
by minimizing the Binary Cross Entropy (BCE) loss between the original binary
message m and extracted binary message m as:

Lm = BCE(m, i), (4)

where BCE(m, m) = — (m - log(7(m)) + (1 — m) - log(1 — 7(1n)) and 7 is a sig-
moid operation. After the training, we discard the encoder £ in Eq. and only
use the extractor F as the watermarking base model. To improve the robustness,
we follow HiDDeN [54] and employ a randomly selected transformation layer T
during training to ensure that the hidden messages are robust to common image
distortions.

4.2 Distilling watermarks into NeRF progressively

The base model has encapsulated all necessary knowledge about watermark-
ing. We further distill the knowledge patterns into NeRF as they are being
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created. Then, the binary messages can be robustly extracted from rendered im-
ages regardless of the viewpoints. Although various approaches exist for distilling
external knowledge into the representations of NeRF [10,/44], they necessitate
changes to the essential structures of NeRF, conflicting with our need for a
plug-and-play property. We achieve the watermark distillation by only mak-
ing alternations to the rendering scheme of NeRF, the key obstacles for our
distillation.

As displayed in Eq. , NeRF hinges on a random and small subset of pixels
(N, pixels in Eq. ) for rendering. Despite its efficiency in preventing the
computational demand from being too high, the message patterns can only be
embedded into random positions during distillation if only such local rendering is
used. Then, as shown in Fig. [}] when the optimization settles down, the message
pattern cannot effectively form meaningful patterns that can be identified and
extracted by the base model. As shown in Fig. 2] we substitute such conventional
local rendering in established NeRF with a progressive global rendering that is
capable of rendering all pixels across various image resolutions. This modification
does not alter the representation of NeRF, ensuring that our mechanism remains
adaptable and can be easily applied to a range of NeRF variants [4,/12,31].
Progressive Global Rendering (PGR). For our PGR, as displayed in Fig. [2|
rather than only sampling a random subset of pixels, during rendering, we sam-
ple rays corresponding to all pixels across various scales to gain a comprehen-
sive understanding of global information during optimization. By embedding
messages on a global scale, they become deeply integrated into the scene’s rep-
resentation. This ensures the consistent properties of binary watermarks from
various viewpoints, allowing message extraction irrespective of rendering view-
points. Additionally, since 3D information often exhibits distinct characteristics
in 2D projections at varying scales 35|, progressive rendering accentuates these
resolution-dependent properties, aiding in message distillation. Furthermore, the
globally rendered images are all with reduced resolution. Then, our PGR can
achieve comparable results without necessitating full-resolution images for opti-
mization and make the computational cost acceptable.

As shown in Fig. [2, we consider rendering N progressive views I,.; at dif-
ferent scales denoted as follows:

iset - {in}gil = {ila iQa (X3} iNk}a (5)

where Nj, and I,, denote the number of layers and the cascade rendered view
at different scales. Each I,, € Rz7 X327 %3 from progressive views set I, is ob-
tained by rendering global rays of at corresponding resolution. In our setting, we
empirically set Ny = 3, a value that can well balance efficiency and performance.
Distilling messages. We then utilize the base model F and progressive global
rendering to distill message patterns into NeRF. For Nj rendered cascade views
iset at different scales, we use the watermarking base model F to extract the
embedded message mg.; as follows:

Mot = F(Lser) = {1y, Mo, ..., mp, }. (6)
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Then a distillation loss Lg;s is computed by calculating the BCE loss between
the predicted message set mg.; and the ground truth message m:

Ny,
Lais =Y ;- BCE(m, 1), (7)

i=1

where Nj is the number of cascade layers, and «; represents the weight of 4
layer’s loss function. During the creation, minimizing this equation can distill
messages into NeRF.

To make the distilled message pattern invisible, we enforce the high similarity
between the rendering image and its corresponding ground truth as follows:

Einv = Hil - IlH%a (8>

where I; denotes the cascade rendered images with the highest resolution, and Iy
is its corresponding ground truth. The ground truth is with a reduced resolution
to be compatible with I;.

Besides progressive global rendering, we still use local rendering for building
radiance fields. During optimization, the local rendering randomly selects N,
pixels for rendering, which ensures the local pattern can be effectively considered
during the message distillation. Thus, our whole loss functions for creating NeRF
with a plug-and-play watermarking base model can be concluded as follows:

L= Alﬁlocal + )\2£inv + )\SL:disv (9)

where A1, A2, and A3 are hyperparameters that balance the performance between
embedding watermarking and reconstruction, and the Ljyca is same to Eq. .
The network setup described above can be effectively adapted for embedding
copyright messages into NeRF. PGR is only used during the optimization. Once
NeRF is created, users can still render images via established ways [29].

4.3 Implementation details

For NeRF, we implement our method with Instant-NGP [31]. Instant-NGP takes
a 3D grid as input and encodes it using a grid encoder. It then predicts density
values o using two-layer MLP with 64 channels. For the color branch, a three-
layer MLP with 64 channels is used to predict color ¢ and o from view direction
(0,¢). As for the rendering, the number of cascade layers Ny is set to 3, and
the rendered pixel count N, for the local rendering is set to 4096, respectively.
For base model, we implement our method with HiDDeN [54]. The watermark
encoder £ and extractor F in HiDDeN [54] are jointly trained on COCO [20]
dataset. During its training process, encoder £ encodes a randomly selected
48-kit message m and cover image I, and predicts a watermarked image I.,.
Then extractor F extracts embedded messages from watermarked image I,.
The whole network is optimized with Adam [15] optimizer in 100K iterations.
During NeRF creation, the NeRF creator chooses one preferable message m
as copyright messages. We fix the weight of watermarking base model F and
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minimize the distance between the chosen message m and extracted message
mg.;. Hyperparameters in Eq. @ are set as \; = 0.01 and A3 = 0.001. We
use the Adam [15] optimizer with setting the values of 8; = 0.9, 52 = 0.999,
and a learning rate of 0.01. The learning rate decays following the exponential
scheduler during optimization. We train our model for each scene on a single
NVIDIA A100 GPU.

5 Experiments

5.1 Experiment settings

Dataset. We conduct experiments on the Blender [29] and LLFF [28| dataset.
The Blender dataset comprises 8 synthetic object images captured from different
viewpoints, while the LLFF dataset consists of 8 real-world scenes captured in a
forward-facing manner. We choose these datasets based on previous research |29]
31| and use them to assess the bit accuracy and reconstruction performance of
NeRF. For each scene, we render testing views and calculate their average values
for our analysis.

Baselines. We compare four strategies to guarantee a fair comparison: 1) HiD-
DeN [54] + NeRF |31]: processing images with classical 2D watermarking method
HiDDeN [54] before training the NeRF model; 2) MBRS [14] + NeRF [31]: pro-
cessing images with a recently proposed 2D watermarking method MBRS [14]
before training the NeRF model; 3) CopyRNeRF [25]: a state-of-the-art method
for protecting the copyright of NeRF models via digital watermarking. To evalu-
ate the impact of watermarks on reconstruction, we also compare the results with
the non-watermarked version of NeRF; 4) NeRF [31] w/o watermark: we also
compare with NeRF [31] w/o watermark to evaluate the reconstruction qual-
ity. To further illustrate our plug-and-play properties, we implement
our method with other NeRF variants [4,[12] and base model [9] as
demonstrated in Sec. 5.2l

Ground truth Proposed method CopyRNeRF : Ground truth Proposed method

c«cl«@l ¢ ¢« <«
w wfll <E e Ve Tl ¢ TH

31.32/91.95% 26.64/59.67% - 28.80/90.10% 27.63/63.20%

CopyRNeRF

Fig. 3: Visual quality comparisons with CopyRNeRF |25]. The texts below the images
show the results of PSNR and bit accuracy. We show the differences x10 between the
rendered views and the ground truth for both methods. Our NeRFProtector exhibits
better consistency across multiple viewpoints, achieving a well-balanced trade-off be-
tween reconstruction quality and bit accuracy.
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Table 1: Quantitative results of visual representation and watermarking extraction
performance. We report the results of watermarking robustness when rendered images
meet common distortions (e.g., Crop, Resize, and JPEG compression). “None” indicates
that no distortion has been applied. “N/A” denotes Not Applicable as NeRF w/o
watermark does not involve message embedding.

Dataset Method PSNR 1 SSIM 1 LPIPS | NoneBgri‘;fuﬁi;yzng o

NeRF w/o watermark| 30.62 0.9579 0.0343 N/A

HiDDeN [54|+NeRF | 28.30 0.9219 0.0495 |50.29 50.03 52.32 50.84

Blender-test| MBRS |14]+NeRF 24.17 0.8461 0.2967 |50.53 49.64 51.72 49.81
CopyRNeRF |25] 25.50 0.9073 0.0885 |62.15 56.63 57.32 58.41
NeRFProtector 29.26 0.9393 0.0483 |92.69 92.95 91.87 78.62

NeRF w/o watermark| 26.37 0.8352 0.1013 N/A

HiDDeN [54|+NeRF | 25.70 0.8300 0.1096 |[51.69 50.48 50.53 51.11

LLFF-test | MBRS |14|+NeRF 25.44 0.8198 0.1238 |50.84 51.55 50.85 49.08

CopyRNeRF |25] 25.80 0.8302 0.1035 [63.72 60.45 55.34 54.11

NeRFProtector 26.82 0.8569 0.0834 96.99 93.57 80.53 76.26

Evaluation methodology. We assess our method against other baselines using
the established digital watermarking standards of invisibility and robustness [7].
For invisibility, we measure the performance by employing metrics including
PSNR, SSIM [46], and LPIPS [51] to compare the visual fidelity of the output
images after binary message embedding. For robustness, we conduct experi-
ments to determine if the embedded messages can be accurately extracted by
assessing the bit accuracy under different types of image distortions. We consider
various distortions [11,/36] for message extraction, including JPEG compression,
image crop, image scaling, contrast changes, and text overlay. We directly set
the bit length used in our experiments as 48 bits, the largest length used in pre-
vious methods for watermarking 3D models |25,47]. We further discuss potential
intended watermarking removal technologies in Sec.

Invisibility against Bit accuracy. As shown in Tab. [[] and Fig. B we first
investigate the invisibility of our watermarks. This is to show whether the em-
bedded messages undermine the visual quality. Similar to previous studies [25],
for HiDDeN [54] /MBRS |14] + NeRF, binary messages cannot be effectively ex-
tracted from rendered images, though they all achieve acceptable visual quality.
CopyRNeRF [25] achieves the second-best results while it is still largely below
our values for bit accuracy. Only our approach can effectively balance visual
quality (PSNR/SSIM/LPIPS) and message embedding (Bit accuracy). Besides,
from Fig. 3] the viewpoints have a higher impact on the bit accuracy of message
extraction, while our method can achieve more consistent performances across
different viewpoints.

Is it robust to common distortion? Our method is robust to common image-
level distortions since we have considered their impact during building water-
marking base model F. As shown in Tab. [[] and ] when image operations are
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applied to the rendered image, our base model can still effectively extract the
embedded binary messages on both evaluation datasets.

1.0

o
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©
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Fig. 4: Image-level distortion experiment on common image distortions on rendered
views to determine if the extractor can still extract the message. Operations like sharp-
ness, cropping, contrast, and text overlay have little impact on message extraction.
Even after severe operations (JPEG and Resize), our method still maintains satisfac-
tory accuracy (> 70%).

Effectiveness. We compare the training time of our method and CopyRN-
eRF [25] with same message length setting. In contrast to CopyRNeRF, our
approach costs only around 50m. As CopyRNeRF [25] jointly trains NeRF and
the watermarking extractor at each step with a random message, it significantly
extends the time required to embed the watermark (30h).

5.2 Ablation study

Is progressive global rendering good?” We propose a progressive distillation
to effectively distill message patterns from the base model to NeRF. We compare
three settings in Tab. |2} 1) Local rendering only, the rendering strategy used
in vanilla NeRF; 2) Single-scale global rendering: we replace the progressive
global rendering with a single-scale rendering; 3) Our complete progressive

global rendering.

As shown in Tab. [2| the local
rendering in current mechanisms of
NeRF cannot guarantee successful
message embedding, where the bit ac-
curacy is kept at a very low level.
Besides, we also show the heat maps
obtained from our progressive global
rendering and classical local rendering
in Fig. [l From the results for “Single-
scale global rendering”, even with a

Table 2: Quantitative results for evaluat-
ing progressive global rendering. Local de-
notes the rendering strategy used in vanilla
NeRF. Single-scale represents single-scale
global rendering from progressive render-
ing. Progressive denotes our proposed pro-
gressive global rendering.

Settings PSNR 1 SSIM 1 LPIPS | Bit acc. %
(D Local 30.38 0.9521 0.0360 45.99
() Single-scale| 29.57 0.9402 0.0449 87.27
(® Progressive| 29.26 0.9394 0.0483 92.69

single-scale global rendering, the accuracy of embedding bits is further enhanced
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while ensuring the reconstruction quality. Our experiments have demonstrated
that the progressive rendering approach more effectively incorporates distillation

information into the NeRF model.

Can proposed method adapt to other
NeRF variants? Our base model for water-
marking can also be easily adapted to other
NeRF variants. As displayed in Tab.[3] besides
Instant-NGP used in our experiments, we
further combine the base model with Ten-
sorRF , and Plenoxels . From the experi-
mental results, our base model for watermark-
ing can also achieve comparable performance
on different NeRF variants.

Can the base model be other extrac-
tors? In our default setting, we use the ex-
tractor of HiDDeN as our base model.
However, we can also consider using other ex-
tractors trained in different settings as our
base model. In Tab. [4] we show that message

Ground truth Local rendering only PGR
P
B B
€ - | f ‘ |
v ] |3 7

32.64/45.83% 31.85/97.91%

Fig.5: Visual heat map com-
parisons of local rendering and
progressive global rendering. The
text below denotes PSNR/Bit ac-
curacy. The colors represent the
area’s impact on message extrac-
tion. Our PGR can distill messages
into NeRF with high accuracy.

extractor from MBRS can also be used as the base model, and they also

achieve comparable performance.

Table 3: Quantitative results on combin-
ing the same watermarking base model
with different NeRF variants. The extrac-
tor of HiDDeN is employed as the wa-
termarking base model F;. We combine
F1 with Instant-NGP , TensorRF ,
and Plenoxels to see whether the base
model can be adapted to NeRF variants in
a plug-and-play manner. N/A denotes not
applicable as message embedding is not in-
volved.

Table 4: Quantitative results on com-
bining different watermarking base
model. F; and F» denote HiDDeN
and MBRS extractors. We combine
a different base model from MBRS
with Instant-NGP to see whether
the backbone of NeRF can be adapted
to other base models. N/A denotes not
applicable as message embedding is not

involved.
Method PSNR 1 SSIM 1 LPIPS | Bit acc.% -

Instant NGP [31] | 3342 0.9709 00157 N/A Method PSNR 1 SSIM 1 LPIPS | Bit acc.%
Instant NGP + ;| 3292 0.9697 0.0161  91.96 Instant-NGP [31] | 33.42 0.9709 0.0157  N/A

TensorRE |4 34.96 0.9786 0.0105 N/A Instant-NGP + F1| 32.92 0.9697 0.0161 91.96
TonsorRF ,ufl 3273 0.9743 00125  89.35 Instant-NGP + F>| 31.71 0.9635 0.0152  89.13

Plenoxels 35.80 0.9872 0.0102 N/A

Plenoxels + 71 | 34.19 09730 0.0127  97.92

5.3 Analyzing potential threats

Our target is to propose a framework that is able to utilize the robustness within
the base model to defend some common image-level threats. The experiments
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also demonstrate the advantages of our approach. We further examine the em-
bedded watermark’s robustness to more potential intentional tampering and
threats.

Threat via neural compression. Malicious users may alter the image to re-
move the watermark with deep learning techniques, like methods used for image
compression with neural auto-encoders [3,/6,/30]. We evaluate the robustness
of the watermark against neural auto-encoders at different compression rates
(Fig. @ Specifically, when the bit accuracy decreases to 50%, a threshold in-
dicating watermarking failure, the image quality significantly deteriorates. This
suggests that our watermarking method is resilient to the effects of auto-encoder
models. Even in extreme cases where bit accuracy reaches 50%, the image qual-
ity is so compromised that the images are no longer suitable for sharing or
distribution purposes.

Threat via watermarking base model (white-box attack). In this sce-
nario, attackers obtain the watermarking base model used by the NeRF creator.
Then, malicious users can implement adversarial attacks [26] with a leaked wa-
termarking base model to remove copyright messages in rendered images. We
launch a Projected gradient descent (PGD) attack [26], a classic adversarial
attack on rendered images. As depicted in Fig. [f] experimental results show at-
tackers can remove messages with minimal distortion to the rendered content.
This highlights the importance of keeping the watermarking base models confi-
dential [11},/17].

g
=)

&y A VAE-Hyperior
a ; 0.9
0.9 O O JointARH :
o @ v GM-Att S
cos A % PGD-Attack <os
3 vo @
So7
o v AO 0.71 —— Model fine-tuning
061 %, A 32.8 330 332 334 336
A PSNR
0.5
31 30 29 28 27 26 25

PSNR . .
Fig.7: In an extreme situa-

tion, attackers might gain access
to the images utilized in creat-
ing NeRF. With these unwater-
marked images, they could then
fine-tune the model to eliminate
the watermarks. In this example,
as the fine-tuning progresses, the
PSNR keeps increasing while the
detected bit accuracy decreases.

Fig.6: Attacks on rendered images. We evalu-
ate neural compression methods including VAE-
Hyperior [3|, JointARH [30] and GM-Att [6].
PGD-attack [26] is also applied to attack the base
model. Attacks using image compression methods
can only succeed when there is a significant de-
crease in image quality. However, it is possible to
remove watermarks with PGD attack [26] on the
base model without obvious distortion.

Threat on the representation of NeRF. If malicious users have obtained
NeRF models, they may choose to eliminate the watermarks by finetuning the
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No finetuning
- 4l

27.68/95.14%

19.79/81.25% 13.84/52.08%
Fig. 8: Attackers might fine-tune watermarked NeRF with unrelated scenes to remove
the watermarks. However, the model quality significantly decreases after fine-tuning
NeRF via unrelated images. The text below the image shows the results of PSNR and

bit accuracy.

models with no-watermark images. This process involves finetuning NeRF only
via the content loss in Eq. without the message embedding process.

We assume that malicious users can obtain the original images corresponding
to the scenes represented by NeRF. Then, from the results shown in Fig. [7]
the bit accuracy indeed drops, highlighting the need to securely manage both
the original data and the NeRF models. However, if malicious users cannot
obtain the images originally used for creating the NeRF, launching the attack
becomes difficult. For example, if they directly use some images unrelated to the
scenes represented by NeRF, it may significantly change the information stored
in NeRF, making the model sharing unfeasible (as shown in Fig. .

6 Conclusion

This paper introduces a plug-and-play method for watermarking NeRF during
their creation. Utilizing a base watermarking model, NeRF creators can embed
binary messages directly into their models as they are being developed. We
propose a progressive global rendering to integrate message patterns into NeRF.
The base model inherently offers basic robustness to its users. Our experimental
results showcase the effectiveness of our approach. Our base model is compatible
with NeRF variants, offering a more versatile watermarking solution.
Limitations. Though we have provided an effective technical solution for pro-
tecting the copyright of NeRF, copyright protection should be a multi-pronged
effort involving various stakeholders. The legitimate enforcement of copyright
requires a comprehensive strategy that goes beyond technological solutions. Leg-
islative measures from relevant parties are also important to establish a regula-
tory framework that safeguards intellectual property rights.
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