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Fig. 1: Details of AnyControl and Multi-Control Encoder.

1 Implementation Details

Network. The detailed structure of our AnyControl is depicted in Figure 1. We
base Stable Diffusion of version 1.5 to build our AnyControl. Similar to Con-
trolNet [3], we make a trainable copy of the UNet encoding blocks for adapting
to controlling information while freezing the pre-trained weights of Stable Diffu-
sion model totally. In our Multi-Control Encoder, the number of query tokens is
set to 256 enabling detailed controllable information extraction. The additional
position embedding, with the same length as the query tokens, are shared by
all input spatial conditions. We take the pre-trained weights of Q-Former [1] as
the initialization for Multi-Control Encoder except for the query tokens and the
additional position embedding, which are randomly initialized.
⋆ Corresponding author.
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Fig. 2: More visualizations of unaligned data.

Hyper Parameters. We train AnyControl on 8 A100 GPU cards with a batch
size of 8 on each GPU. We train the model for totally 90K iterations with a initial
learning rate of 1e-5. During inference, we set the classifier-free guidance scale
to 7.5. In all the experiments, we adopt DDIM [2] sampler with 50 timesteps for
all the compared methods.

2 Unaligned Data

During producing the synthetic unaligned dataset, we utilize the groudtruth
object masks with the area ratio in [0.1, 0.4] to outline the foreground object,
while oversmall or overlarge objects will lead to undesired recovered background
image. PowerPaint [4] is a multi-task inpainting model supporting text-guided
object inpainting, context-aware image inpainting as well as object removal.
Here, we adopt the “object removal” mode for the unaligned data construction.
More visualizations for synthetic unaligned data are in Figure 2.
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3 AnyControl vs. Multi-ControlNet

As shown in Figure 3, multi-control methods with hand-crafted weights, i.e.,
Multi-ControlNet [3], usually require a series of laborious weight adjustments
according to the synthesized results while ours can automatically infer the com-
bination weights and extracts unified multi-control embedding, thus producing
harmonious results.
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Fig. 3: Given prompt “cartoon style, a car parking in the canyon, a lion walking pass
the car” and the edge conditions for a car as well as a lion, left shows hand-crafted
weights adjustment for Multi-ControlNet [3]. X-axis and Y-axis represents the weight
for lion and car conditions respectively. Right shows the results of AnyControl from
three random seeds.

4 Multi-level Visual Tokens

Although the visual tokens from the last transformer block of the pre-trained
visual encoder have already aggregated rich information, they are not sufficient

Table 1: Multi-level visual tokens.
We gradually enable the visual tokens
from the deepest level to the shallowest
level.

Levels 1 2 3 4 5 6

FID ↓ 45.64 43.73 43.69 43.67 43.74 44.28
CLIP ↑ 26.35 26.40 26.39 26.39 26.38 26.40

to convey fine-grained controllable infor-
mation. We conduct ablation experiments
on the levels of used visual tokens from
the visual encoder to the multi-control en-
coder. Table 1 demonstrate that integrat-
ing more visual tokens from middle layers
increase FID and encounter performance
saturation at 4-th level.

5 More Qualitative Results

More qualitative results on multi-control
synthesis are shown in Figure 4. Results of single-control synthesis including
depth map, edge map, segmentation map and human pose are shown in Figure 5
to Figure 8 respectively.
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“A cartoon image: a little boy with angelic wings standing in holy arched colonnade”

“A drawing of a dog sitting in front of a little house with green tree on the grass”

“A comic image: a frog under an umbrella sitting on lotus leaves in a pond”

“On Halloween, a sleek black cat adorned in a mystical wizard hat elegantly stands beside a plump, vibrant pumpkin, setting a whimsical scene.”

A tree house stands tall amidst the crystal-clear water, with a boat floating on the water. In the background, fluffy clouds float lazily in the sky.

A father holds his son's hand as they stroll along the winding path through the lush green fields

A captain is standing on a spaceship, looking down at the city below.

A couple walking along the path, with a cow on the grass and high mountains in the background

Fig. 4: More visual results from AnyControl on multi-control image synthesis.
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“golden bloom: a 
melting metallic 
flower”

“arrangement with 
wine bottles, goblet, 
and ceramic dishes”

“majestic mosque, 
clear sky”

“winter cabin in a 
snowy forest diorama, 
pixel art style”

“minimalist 3d-
rendered bedroom in 
bold colors”

Fig. 5: Visual results on depth controlled image synthesis.

“vibrant sports 
motorcycle parked 
outdoors”

“modern interior with 
a yellow armchair”

“majestic mountain 
peak touched by the 
morning sun”

“piggy bank with 
coins orbiting, 3d 
savings concept”

“suburban home with 
warm lights and wet 
driveway”

Fig. 6: Visual results on edge controlled image synthesis.
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“aircraft on snowy 
runway with pine 
forest backdrop”

“modern architecture 
reflects over tranquil 
city waters”

“serene lake scene 
with a rowboat tied 
near the shore”

“warm and clean 
living room bathed in 
sunshine”

“solo lighthouse 
standing guard on the 
coastline”

Fig. 7: Visual results on segmentation controlled image synthesis.

“focused jogger  
enjoys a run in urban 
park”

“a fashionable female 
model is walking in 
the city”

“family bonds: A walk 
by the water with 
parents and child in 
matching outfits”

“a man is walking a 
dog”

“a couple is walking 
on the beach”

Fig. 8: Visual results on human pose controlled image synthesis.
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