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Abstract. Vision language models (VLMs) perceive the world through
a combination of a visual encoder and a large language model (LLM).
The visual encoder, pre-trained on large-scale vision-text datasets, pro-
vides zero-shot generalization to visual data, and the LLM endows its
high reasoning ability to VLMs. It leads VLMs to achieve high perfor-
mance on wide benchmarks without fine-tuning, exhibiting zero or few-
shot capability. However, recent studies show that VLMs are vulnerable
to hallucination. This undesirable behavior degrades reliability and cred-
ibility, thereby making users unable to fully trust the output from VLMs.
To enhance trustworthiness and better tackle the hallucination of VLMs,
we curate a new evaluation dataset, called the BEfore-AFter hallucina-
tion dataset (BEAF), and introduce new metrics: True Understanding
(TU), IGnorance (IG), StuBbornness (SB), and InDecision (ID). Unlike
prior works that focus only on constructing questions and answers, the
key idea of our benchmark is to manipulate visual scene information by
image editing models and to design the metrics based on scene changes.
This allows us to clearly assess whether VLMs correctly understand a
given scene by observing the ability to perceive changes. We also visual-
ize image-wise object relationship by virtue of our two-axis view: vision
and text. Upon evaluating VLMs with our dataset, we observed that our
metrics reveal different aspects of VLM hallucination that have not been
reported before. Project page: https://beafbench.github.io/

1 Introduction

Vision language models (VLMs) [1, 5, 8, 23, 24] have recently emerged by its
multi-modal reasoning capability. It is indeed promising research toward mak-
ing intelligent agents perceive the world. VLMs comprise a vision encoder as
a visual perception module and a large language model (LLM) as a reasoning
module. Recent LLMs [6, 32, 33] have exhibited powerful reasoning capabilities
across various tasks, including commonsense reasoning [3, 16] and math [7], in
zero-/few-shot ways. This success motivates researchers to integrate LLMs with
vision encoders to open LLMs’ eyes to see the world. Leveraging the reasoning
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capabilities of LLMs alongside visual perception enables VLMs to excel in vari-
ous visual tasks, such as image captioning [2, 38] and visual question answering
[11,15] without task-specific fine-tuning.

Despite this encouraging demonstration, VLMs are susceptible to the hallu-
cination [12,14,19,34,39,42] wherein their outputs do not reflect facts presented
in input images. For example, although a given input image does not present
an object, VLMs often incorrectly answer for the presence of the object. This
tendency is problematic, akin to spreading falsehoods in human communica-
tion. Hallucination prevents genuine communication, consequently diminishing
the reliability of interactions between agents or humans. No matter how good
VLM’s answer is, if hallucination is included in the answer, it can undermine
trust in the system’s reliability and credibility. Therefore, it is crucial to address
hallucinations to improve the system’s responsibility and trustworthiness.

Understanding the impact of hallucinations on model performance requires
the development of an assessment framework, which requires a deep exploration
of the underlying causes. The prior works [14,41,42] have been proposed to un-
veil the causation of hallucinations in terms of data and models by reporting
their performance on existing hallucination benchmarks. As a widely used hallu-
cination benchmark, POPE [19] follows the question-and-answer (QnA) format.
For the convenience of measuring, POPE uses a discriminative question, e.g .,
“Is there {object} in the image?”, and gets a YES or NO answer. The fol-
lowing hallucination benchmarks [14,19,34] commonly leverage LLMs or human
annotators to generate question prompts with available scene information such
as bounding boxes and captions. This text-axis evaluation may assess certain as-
pects of the hallucination performance well, but it is hard to disentangle sources
of hallucination, particularly in VLMs that handle both visual and text modal-
ities. Thus, to thoroughly analyze and understand the behavior of VLMs, it is
both natural and necessary to consider both modalities.

In this work, we propose a BEfore-AFter (BEAF) hallucination evaluation
benchmark. This benchmark comprises a dataset enhanced along the vision-axis
and metrics that are aware of changes. We manipulate scenes by selectively
removing objects on the vision-axis while augmenting QnA pairs along the text-
axis. We can observe how the models’ answers change as the image is manipu-
lated for the same question. For example, as illustrated in Fig. 1, if we remove
an apple from the given image and then ask “Is there an apple?, the answer
from the model should change from “Yes” to “No”, between the original and
modified images, if it truly relies on what it sees. Therefore, for a more thor-
ough evaluation and analysis, we need change-aware metrics beyond just using
standard accuracy [14,19,34].

We propose four new metrics: True Understanding (TU), IGnorance (IG),
StuBbornness (SB), and InDecision (ID), which are enabled by our vision and
text augmentation. TU measures whether the model answers correctly before
and after the manipulation. IG evaluates whether the models perceive the images
consistently both before and after manipulation. SB is related to the phenomenon
of giving the same answer instead of correctly recognizing the image. ID measures
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Fig. 1: Illustration of BEfore-AFter (BEAF) benchmark. We present a compar-
ison between traditional evaluation benchmarks and our BEAF benchmark for assessing
the hallucination behavior in VLMs. Traditional evaluation methods solely manipulate
questions based on the existence of an object and measure accuracy or F1 score. In
contrast, our BEAF benchmark not only constructs questions but also manipulates
images and tracks changes in answers as the images undergo manipulation. The BEAF
benchmark introduces novel metrics including True Understanding (TU), IGnorance
(IG), StuBbornness (SB), and InDecision (ID), which consider the changes in answers.

cases where the answer changes even though the target object does not change or
does not exist in the image. The first three metrics address questions regarding
target objects that have been removed, while the last one belongs to questions
about other objects not related to the targets.

Based on our BEAF dataset and change-aware metrics, we can evaluate
and understand the models, even the parts we did not know through the pre-
vious methods. The evaluation results imply that answers assumed as non-
hallucination from the existing hallucination benchmarks could be a halluci-
nation. We also analyze the influence of each object in the scene based on the
variation along the vision and text axes. In addition, we include a discussion on
open-generation answers and CLIPScore results. Our key contributions are as
follows:
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– We propose a benchmark, called BEfore-AFter (BEAF), to evaluate the hallu-
cination of large vision-language models. Our benchmark comprises a dataset
that considers both text- and vision-axes, and change-aware metrics, which
allow us to perform granular evaluation.

– We demonstrate that previously reported outcomes deemed non-hallucinatory
in the prior text-axis-only evaluation benchmarks may be hallucinations.

– We also visualize the impact of relationships between objects within halluci-
natory images based on the BEAF results.

2 Related Work

Vision Language Models (VLMs). VLMs [1, 4, 5, 8, 10, 23–25, 40, 43] have
demonstrated their impressive image describing and reasoning ability based on
powerful large language models (LLMs) [6, 31–33]. Generally, VLMs consist of
three parts: vision encoder, LLM, and vision-language alignment module. The
vision information extracted from the vision encoder is translated to the LLM-
understandable token by passing through the alignment module. LLM takes
a prompt text and visual tokens as input and outputs response text tokens
according to a given image and prompt. Their training process is divided into
multiple steps depending on which parts of VLMs are trained.
Hallucination in VLMs. Hallucination [12, 19, 22, 34, 35, 39] in VLMs refers
to the case where the generated text answer does not reflect the true contents of
the provided images but rather relies on the internal knowledge of the models.
This behavior might cause harmful consequences in high-risk applications such
as the medical domain or auto-driving scenarios. This undesirable behavior could
be caused by various factors, e.g., data imbalance, image resolution, and model
capacity. The assessment of hallucination is also related to the true understand-
ing of VLMs. If VLMs respond to the given input correctly rather than relying
on innate knowledge, VLMs are considered to have a perfect understanding of
the perceived world. Numerous methodologies [12, 21, 42] have been developed
to tackle the issue of hallucination in VLMs by addressing data biases [14, 21],
optimization techniques [12,18,29], and post-processing methodologies [9,37,42].
Evaluating Hallucination in VLMs. Evaluating hallucination performance
is essential to guide the research of VLM. Previous studies have introduced hal-
lucination benchmarks to understand and assess these undesirable phenomena of
VLMs. Motivated by traditional visual and question benchmarks, existing hal-
lucination benchmarks [14, 19, 34] follow this VQA style that provides a simple
QnA evaluation pipeline and intuitive metrics. POPE [19] and CIEM [14] cu-
rate images and QnA pairs with metrics such as accuracy, precision, and recall,
where they use a specific question type inducing multi-choice or yes/no answers,
called discriminative type. AMBER [34] includes an additional question type
that induces open-ended caption generation as answers, called generative type.
For such open-generation assessment, they extract the objects from the output
text answers and compare them with the ground-truth objects in the image.
These prior studies focus on manipulating texts of questions and answers only,
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Table 1: Data statistics. Our BEAF dataset contains 26K image-question pairs,
consisting of the original and manipulated ones. On average, an original image is asso-
ciated with 3.45 manipulated images and 11.72 questions.

Image Img-Q Pair Yes No

Original 500 5,653 2,026 3,627
Manipulated 1,727 20,465 6,267 14,198

Total 2,227 26,118 8,293 17,825
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electronic, 8%
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sports, 7% food, 6%

indoor, 6%
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Ratio of upper-class categories

Removed objects (total: 1,727) Objects in question (total: 26,118)

electronic, 6%
accessory, 7%

Fig. 2: Ratio of removed objects from image and object in question. For
convenience, we report the ratio of upper-class categories instead of the object class
itself. The total number of removed objects is the same as the number of manipulated
images, and one object in question is the same as the number of image-question pairs.

which we call text-axis evaluation. However, if some objects always co-occur
with another object, we cannot judge whether VLMs truly understand scene
information accurately. Also, VLMs take multi-modal inputs, both images and
text prompts; thus, evaluation considering only the text-axis would be insuffi-
cient as a hallucination assessment of VLMs. In this work, we manipulate the
scene information and questions together, i.e., vision-/text-axes; it enables the
fine-grained analysis of hallucination. We call it vision-/text-axes evaluation.

3 BEAF Evaluation Benchmark for Hallucination

We explore another axis, i.e., vision-axis, to make up for the deficiencies in the
text-axis evaluation. Our key idea is to manipulate a visual scene by removing
and inpainting objects within an image. This allows us to focus on changes and
to check whether the VLMs are correctly aware of it. We describe how to curate
our dataset in Sec. 3.1, and then elaborate our new metrics in Sec. 3.2
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Fig. 3: Image manipulation pipeline. We illustrate the image manipulation pipeline
comprised of three stages. In Stage 1, we automatically remove target objects sharing
the same semantic class from the given images. Stage 2 is to filter the automati-
cally manipulated results based on the predefined rules, such as mask errors, remained
shadows, and low-quality outcomes. Undesirable manipulations are either corrected or
discarded during this stage. Finally, in Stage 3, human annotators engage in human-
guided manipulation of the filtered images to achieve high-quality results.

3.1 Evaluation Dataset

Dataset Overview. Table 1 and Fig. 2 summarize our data statistics. The
dataset consists of images and their associated QnA. The image type is divided
into original and manipulated. Five hundred original images are sampled from
the validation set of the MS-COCO dataset [20], which shares the same split
with POPE [19], and their associated 1,727 manipulated images are generated by
removing objects from the original images. On average, 3.45 manipulated images
are created from the original images. The main question format is “Is there
{object} in this image?” and {object} can be a positive object within the
image or a negative object not in the image; the positive object is one of the
objects in the image, and the negative object is the one not in the image. We
adopt the positive and negative objects from the POPE for the original image
and adapt the question for the manipulated image. If we remove the positive
object from the original image to make the manipulated one, the positive object
becomes the negative object in the manipulated one. The total dataset comprised
2,227 images and 26,118 image-question pairs. The “Yes” and “No” ground truth
answers are 8,293 (31.75%) and 17,825 (68.25%), respectively.
Image Dataset Construction Pipeline. We manipulate the original images
by removing objects within the image. To collect the manipulated images, we
pass through a three-stage pipeline (see Fig. 3): the first stage involves auto-
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matic manipulation, followed by a filtering stage, and finally, a human-guided
manipulation stage. We offer a detailed explanation of each stage as follows.

1) First Stage: Automatic Manipulation. For automatic object removal, we
use an off-the-shelf inpainting model, LaMa [30], with mask guidance. While
the initial option is to use the ground truth masks provided within the original
dataset, we opt not to use them because of the low quality ground truth masks
in MS-COCO. For example, polygon masks often cannot cover all areas of the
corresponding object and can be propagated to the inpainting quality. Therefore,
we employ a pre-trained mask extractor called SAM [17], utilizing bounding
box annotations. Subsequently, we dilate the extracted mask to have a margin
for more effective object removal, and remove the object with the inpainting
model given the dilated mask guidance. We empirically choose to use LaMa over
diffusion models, e.g ., [28, 44], as we find that this specialized model performs
better in the context of object removal.

2) Second Stage: Filtering. Although we remove objects from the original im-
ages, achieving consistent quality in the outcome can be influenced by a myriad
of factors. These factors include, but are not limited to, the size of the objects
being removed and the complexity of the backgrounds they inhabit. Addition-
ally, the presence of shadows remains unaddressed, as they are not effectively
masked using SAM; the ground truth masks also do not capture the shadow.
As shown on the right side of Fig. 3, it displays undesirable images due to the
presence of shadow or a faucet. The human annotators classified the results ob-
tained from the previous stage into usable or unusable, where only the usable
results are further manipulated. The detailed filtering rules can be found in the
supplementary material. We directly use the usable results and hand over the
results that need further manipulation to the next stage.

3) Third Stage: Human-guided Manipulation. The third stage of our workflow
relies on human annotators to intervene and refine the images obtained from the
second stage. As mentioned above, these filtered images often exhibit undesir-
able artifacts such as ghost shadows, afterimages, and fragmented objects. Even
such a small artifact may provide strong cues indicating the past presence of
objects that both humans and machines can deduce, e.g., a cat’s tail suggests
the past presence of the cat before the object removal. Thus, human annotators
are asked to meticulously manipulate the images, either correcting or enhancing
them. Annotators effectively refine visual data, aligning it more closely with real
natural images in human perception.

As shown in Fig. 3, our annotation process results in images that are free of
the aforementioned artifacts. This manual intervention is crucial, as it ensures
the fidelity and reliability of our benchmark dataset.

3.2 Evaluation Metrics

The prior studies [14, 19, 34] suggest using traditional metrics such as accuracy,
precision, recall, and F1 score, which we can also use the metrics in our dataset.
In addition, we propose four new metrics: True Understanding (TU), IGnorance
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(IG), StuBbornness (SB), and InDecision (ID), for more detailed evaluation by
exploiting the distinctive configuration of before-/after-changes in our dataset.

Let S = {(Io, Im, Q,Ao, Am, R)i}|S|
i=1 denote our dataset, where each tuple

consists of an original image Io, a version of its manipulated image Im, their
associated question Q, their respective corresponding answers Ao and Am, and
a True/False flag R that indicates whether the question is associated with the
object being removed in the manipulated image Im. For compactness of our
metric definitions, we define Filter(·) to extract the subset of S satisfying input
conditions as:

Filter(bo, bm, br) = {t|IsCorrect(Ao) = bo, IsCorrect(Am) = bm, R = br, t ∈ S}

where the tuple t = (Io, Im, Q,Ao, Am, R). For example, Filter(True, False, True)
is the subset of S of which the element satisfy the conditions that are 1) the an-
swers corresponding to respective original and manipulated images are correct
and wrong, and 2) the question is the one related to the object removed in the
manipulated images.
True Understanding. True Understanding (TU) measures whether the mod-
els truly understand the scene. It evaluates if the model can accurately answer
to the question about the removed object. As shown in Fig. 1, if the apple is
removed, a model that truly understands the change should switch its answer
from “Yes” to “No” to the question “Is there an apple?”. We define the TU
metric as follows:

TU = |Filter(True,True,True)|
|Filter(True∨False, True∨False, True)| · 100. (1)

Compared to the traditional accuracy, our metric specifically considers the cor-
rectness of answers before and after manipulation. Therefore, it provides a condi-
tional measure of accuracy, taking into account the model’s response to changes
within the scene. A higher value of this metric indicates a more accurate un-
derstanding of the scene by the model, as it demonstrates the model’s ability to
adapt its answers appropriately to the scene changes.
Ignorance. The second metric is IGnorance (IG), which measures the extent
to which models lack knowledge about specific scene information. This metric
quantifies ignorance by identifying instances where models provide incorrect an-
swers to the question about the removed objects. As shown in Fig. 1, ignorance
is evident if models incorrectly answer “No” to the presence of an apple before
its removal and incorrectly answer “Yes” after the apple is removed, indicating
a failure to recognize it. IG is defined as follows:

IG = |Filter(False,False,True)|
|Filter(True∨False,True∨False,True)| · 100. (2)

The lower the metric, the less ignorant the model is.
Stubbornness. What we observe is that VLMs tend to output the same answer
repeatedly. It means that VLMs are biased toward the specific answer rather than
arbitrary one when they do not know. This repetitive behavior is undesirable;
thus, we introduce the metric of StuBbornness (SB), which measures the extent
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to which models adhere to their initial answers. Furthermore, we categorize SB
into SBp and SBn where the subscripts of p and n correspond to the consistent
positive (“Yes”) and negative (“No”) answers, respectively. We define them as
follows:

SBp = 100·|Filter(True,False,True)|
|Filter(True∨False,True∨False,True)| , SBn = 100·|Filter(False,True,True)|

|Filter(True∨False,True∨False,True)| . (3)

SB is the summation of SBp and SBn and can be computed from 100−TU− IG.
The lower the metric, the less ignorant the model is.
Indecision. Unlike the previous three metrics that focus on the removed ob-
jects in the manipulated images, InDecision (ID) focuses on the answers to the
questions that are not relevant to the removed objects. These answers should
not be changed even after the manipulation. Nevertheless, models, often change
their answers about unmanipulated objects, which would imply that the model
predicts a random answer without grounding it on the image. We track these
behaviors with the ID metric defined as follows:

ID = |Filter(True,False,False)|+|Filter(False,True,False)|
|Filter(True∨False,True∨False,False)| · 100. (4)

The lower the metric, the less ignorant the model is. Additionally, we combine TU
and ID using a harmonic mean to make it easier to compare on our benchmark.
We refer to it as F1-Score, which is computed as follows: F1 = 2

TU−1+(100−ID)−1 .

4 Experiment

In Sec. 4.1, we evaluate the current VLMs using our BEAF dataset. We em-
ploy both proposed and traditional metrics and compare their performance with
other benchmarks. Furthermore, we conduct an analysis of image-wise dynamic
correctness by visualizing image-wise object relationship containing vision and
text axes. We provide a report on the object-wise error rate. In Sec. 4.2, we
assess the performance of VLMs on the open generation task using our dataset,
while also analyzing both the dataset and VLMs based on the CLIP score.

All the reported performance is the zero-shot performance of VLMs, including
LLaVA [23], InstructBLIP [8], Shikra [5], and mPLUG-Owl [36]. We use prompt
templates provided in their released codebases or papers.

4.1 Main Results

Evaluation on BEAF benchmark. We evaluate several VLMs on our BEAF
dataset using the proposed change-aware metrics, TU, IG, SB, ID, and F1. The
evaluation results are presented in Table 2. Among the 13B-size models, LLaVA
outperforms InstructBLIP in terms of TU, IG, and SB because InstructBLIP
consistently answers “Yes” regardless of scene manipulation, and this result is
related to its high value of SBp. InstructBLIP achieves better ID compared to
LLaVA. Among 7B-size models, Shikra exhibits the best in TU and SBp. Shikra
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Table 2: Evaluation results on BEAF benchmark. We evaluate various VLMs
on our benchmark. F1 is a harmonic mean of TU and 1-ID. Yes ratio is the percentage
of total answers that are answered “Yes” for the removed object-related question. The
former is for the original image, and the latter stands for the manipulated image.
Underline stands for the best.

Size Model TU(↑) IG(↓) SBp(↓) SBn(↓) ID(↓) F1(↑) Yes (%)

13B LLaVA-v1.5 24.3 0.2 72.0 3.5 6.4 38.6 96.4 → 72.2
InstructBLIP 11.1 0.3 84.4 4.2 6.1 19.9 95.5 → 84.7

7B

LLaVA-v1.5 32.6 0.1 61.3 6.0 5.6 48.5 93.9 → 61.4
InstructBLIP 33.5 0.6 51.3 14.6 5.2 49.5 84.8 → 51.9
Shikra 52.7 0.4 31.2 15.7 5.7 67.6 83.9 → 31.6
mPLUG-Owl2 24.6 0.0 72.1 3.3 7.0 38.8 96.7 → 72.1

Table 3: Traditional evaluation results on BEAF dataset. We evaluate various
VLMs on our dataset in terms of accuracy, precision, recall, and F1 score. Note that
the BEAF dataset includes both original and manipulated data but does not consider
the changes for this traditional evaluation. Underline stands for the best.

Size Model Acc.(↑) Precision(↑) Recall(↑) F1(↑) Yes (%)

13B LLaVA-v1.5 74.9 56.3 93.4 70.3 52.6
InstructBLIP 71.5 52.8 94.3 67.7 56.7

7B

LLaVA-v1.5 79.7 62.6 89.5 73.7 45.4
InstructBLIP 82.0 68.3 80.7 74.0 37.5
Shikra 84.5 74.9 76.9 75.9 32.6
mPLUG-Owl2 69.1 50.7 93.8 65.8 58.7

is trained using a location-aware strategy, which could be beneficial for hallu-
cination evaluation because knowledge of location aids in judging the existence
of an object. The overall results indicate that, although it is rare to get all the
answers wrong, it is common for the answers to remain the same even though
the image has changed. This indicates that recent VLMs are not adequately
reflective of such changes.
Traditional evaluation on BEAF dataset. In addition to the proposed
change-aware metrics, we also evaluate using traditional metrics such as accu-
racy, precision, recall, and F1 score, as shown in Table 3. While the trends in
accuracy or F1 score are similar to those shown in TU results of Table 2, the
absolute values of TU are much lower than those of the traditional metrics.
This discrepancy suggests that, although a model achieves high performance in
the existing benchmarks, our benchmark tells us that we cannot conclude low
hallucination and the models may still suffer from hallucination. For example,
although LLaVA-v1.5-13B achieves high performance on accuracy, the Yes ratio
in Table 2 remains high even after the manipulation. It may include instances
where the correct answer was guessed without actual reference to the given im-
age. The experimental findings underscore the importance of observing changes
in answers along the vision-axis to accurately evaluate hallucination in VLMs.
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Fig. 4: Visualization of image-wise object relationship. We visualize image-
wise object relationship along the text and vision axes from Shikra. [Top] Original
image samples. [Bottom] The object relation table given the manipulated images and
questions. We color the correct answer blue and the wrong one red. The text axis stands
for the target object queried in the question, and the vision axis for the removed object
in the image. The “none” in the vision axis means the original image (not manipulated).
Thereby, we can analyze influence between objects within a scene at once.

Table 4: Comparison of performance
on VQA and TU. We compare the accu-
racy on VQA datasets, VQAv2 and GQA,
as well as TU on BEAF dataset.

Model (7B) VQAv2 GQA TU

LLaVA-v1.5 78.5 62.0 32.6
InstructBLIP - 49.2 33.5
Shikra 77.4 - 52.7
mPLUG-Owl2 79.4 56.1 24.6

Comparison with other bench-
marks. We compare our metric TU
with the performance for other bench-
marks of VQAv2 [11] and GQA [15],
as shown in Table 4. Each VQA per-
formance value is reported from the
proposed papers. The results indicate
that, while mPLUG-Owl2 outper-
forms others on VQAv2 and LLaVA
excels on GQA, Shikra leads in per-
formance on our metric. We observe that there is a negative correlation between
performance and the incidence of hallucination, which aligns with the previ-
ous observation [35]. Although improving performance on various benchmarks is
challenging, it is essential to check multiple aspects of the performance, includ-
ing hallucination. We believe that our benchmark provides valuable insights in
conjunction with existing benchmarks.
Image-wise object relationship. We visualize changes in dynamic object
relationship along the vision and text axes, as shown in Fig. 4. Compared to
our metrics providing comprehensive statistics as summarized scores, this visu-
alization enables to track the changes in VLMs’ responses at object-wise and
scene-wise levels. The x-axis is the text axis where each object is associated with
the question, “Is there {object}?”; the y-axis is the vision axis where the object is
removed from the original image. The blue color is correct, the red one is wrong.

In the first column in Fig. 4, altering the scene affects the textual correctness.
Specifically, removing either the couch or the book shifts the book’s textual cor-



12 Ye-Bin et al.

Er
ro

r [
%

]
0

50

100

Object Name

tra
ffic

 lig
ht

va
se

re
m

ot
e

be
nc

h
din

ing
 ta

ble
ch

air
ha

nd
ba

g
ba

ck
pa

ck
bo

wl
kn

ife cu
p

m
ot

or
cy

cle
clo

ck
sp

or
ts 

ba
ll

co
uc

h
ce

ll p
ho

ne bu
s

um
br

ell
a

bo
ttle

sp
oo

n
bic

yc
le ca
r

tru
ck

lap
to

p
bo

ok
po

tte
d 

pla
nt tv

pe
rs

on fo
rk

piz
za do
g

Fig. 5: Object-wise error rate on the manipulated image-question pairs. We
plot the error rate of each object to investigate which object is inaccurately inferred
when it is removed. We exclude the objects manipulated less than 20 times. The solid
line represents the average error rate of VLMs (7B), while the purple area indicates
the 95% confidence interval.

rectness from correct to incorrect. This suggests a correlation between the couch
and the book, indicating that complex scenes can lead to model hallucinations
even in the absence of the book. In the second scene, when the object vase or
book is removed, most of the incorrectness becomes correct. This could imply
that the presence of a vase or a book might lead the model to misinterpret the
scene. Through the simultaneous analysis of both vision and text axes, we ob-
serve immediate changes in the answers and offer interpretations for the dynamic
interactions observed in the second and third scenes illustrated in the figure.
Object-wise error rate. We compute the mean and 95% confidence interval
of the object-wise error after the manipulation in Fig. 5. It represents whether
the VLMs can accurately detect the removal. The results show that VLMs fre-
quently fail to recognize certain objects like traffic lights, vases, and remotes.
We speculate that the difficulty in recognizing these objects may stem from
their complexity or their infrequent appearance in the training data.

4.2 Additional Study

Table 5: Comparison of CHAIR
metric and TU. We measure the
CHAIR score based on the answers de-
rived from the images in BEAF using
the prompt “Describe this image.”
Size Model CHAIRI CHAIRS TU

13B LLaVA-v1.5 21.6 72.3 24.3
InstructBLIP 28.1 81.1 11.1

7B

LLaVA-v1.5 22.3 73.9 32.6
InstructBLIP 21.0 67.5 33.5
Shikra 23.6 77.0 52.7
mPLUG-Owl2 25.1 78.4 24.6

Evaluation of open generation. In
Table 5, we compare the results of the
CHAIR [27] and TU metrics to evaluate
the hallucination in the open-ended gen-
eration answers on our dataset. Briefly,
CHAIRI and CHAIRS count the halluci-
nated instances and sentences containing
these objects in the generated output, re-
spectively. The lower the score, the bet-
ter. We observe that if the open genera-
tion contains the hallucinated object and
sentences, TU is also lower, as seen with
InstructBLIP-13B.
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Fig. 6: Samples with CLIP Score. We visualize samples and display the CLIP
Score below. Additionally, we report the results of Faster R-CNN [26] using the magni-
fying glass icon. After removing the object, the removed object is not detected, which
demonstrates the manipulation quality.

Table 6: CLIP Score. We measure
the CLIP Score of original and manip-
ulated images with the text prompt.

Type CLIP Score

Original 53.7
Manipulated 47.9

CILP Score. We compare the CLIP Score
[13] between original and manipulated im-
ages to ensure the target object has been
well-removed. A lot of VLMs utilize the
visual encoder from CLIP, prompting us
to analyze CLIP’s performance with our
datasets. We measure the CLIP score be-
tween an object and a prompt “a photo
of {object}.” We use a cropped object image based on the GT bounding box.
If the image has multiple objects of the same semantic class, we use the aver-
age CLIP score of all the same semantic objects. For the manipulated image,
{object} is the removed object. As shown in Table 6, the manipulated images
have lower CLIP scores compared to their original counterparts.

We also visualize the images with the CLIP Score and the multi-class clas-
sification results in Fig. 6. The multi-class classification correctly identifies the
depicted objects. In addition, Fig. 7 visualizes an open generation sample result,
where red-colored text indicates hallucinated words. Before manipulation, all the
VLMs mention “people” in the background; however, they still mention “people”
even though all the persons are removed from the image. This implies that the
commonly used visual encoder might be a non-negligible source of hallucination.

5 Discussion and Conclusion

We present a comprehensive analysis of hallucination using our BEAF bench-
mark. Unlike conventional hallucination benchmarks that measure accuracy by
changing only the text-axis question, we also manipulate images by removing
objects and propose four sophisticated metrics to track the changes in answers
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Original Manipulated

The image features a sandy beach with two cows lying 
down on the sand. ⋯. The cows appear to be relaxing and 
enjoying their time on the beach. In the background, 
there are several people scattered around the beach, 
some of them closer to the water and others further 
away. A few of the people are carrying handbags, ⋯. 

The image features a sandy beach with two cows lying 
down on the shore. ⋯. Both cows appear to be relaxing 
and enjoying their time on the beach. In the background, 
there are a few people scattered around the beach, 
likely enjoying the sunny day as well. Additionally, a 
boat can be seen further back on the beach, ⋯. 

LLaVA-v1.5

InstructBLIP

Shikra

mPLUG-Owl2

The image features a sandy beach scene where two large, 
horned animals, possibly cows or oxen, are laying down 
together in the sand. In the background, there are 
numerous people scattered ⋯.

The image depicts a beach scene where two large, horned 
animals, possibly a cow or a bull, are laying down on 
the sand ⋯. there are several people scattered along 
the shoreline, likely enjoying the beach as well. ⋯. 

The image depicts a bull and a calf resting on a sandy 
beach. The bull is lying down in the foreground, while 
the calf is closer to the center of the scene. There 
are several people scattered around the beach ⋯.

The image depicts a cow and a calf resting on a sandy 
beach. The cow is lying down, while the calf is standing 
next to it. ⋯ . There are several people visible in the 
background, possibly enjoying the scenery as well ⋯.

The image features a sandy beach with two cows lying 
down on the sand. ⋯	, there are several people scattered 
across the beach, Some of them are closer to the water, 
while others are further back on the sand. ⋯.

The image features a sandy beach with one large brown 
cow lying down on the sand, appearing to be enjoying 
the sun. There are several people scattered around the 
beach with some standing closer to the cow ⋯.

Fig. 7: Qualitative example on open-ended generation. We report the changes in
answers for the open-ended generation task with the prompt “Describe this image.”
as the image undergoes manipulation. The red color highlights the hallucination parts.

according to image changes. This approach enables us to a more discerning anal-
ysis of the hallucination in two-axis views, e.g., vision and text axes. We can find
with our metric that traditional accuracy may include instances where the cor-
rect answer was guessed without actual reference to the given image. We found
that our TU is a more calibrated metric, which allows us to observe the intringu-
ing phenomenon that has not been revealed in the prior work: VLMs tend to be
confused if the complexity of an image is high. (refer to Sec. A in the supplemen-
tary material). Additionally, we introduce the visualization method to track the
correctness as the objects are removed. We believe that our benchmark presents
a comprehensive analysis.
Limitation. While our benchmark offers a more fine-grained evaluation, it still
faces the constraints of the MS-COCO dataset. These include a limited vari-
ety of object categories and an uneven distribution of object instances. While
we utilized current state-of-the-art in-painting models and mask extractors, we
manually adjusted the images to ensure image quality and dataset integrity.
This step prevented us from achieving a fully automated creation process. Al-
though such limitations exist, these aspects are expected to naturally diminish
or disappear as in-painting models advance, making our dataset construction
pipeline fully automatic and our method applicable to all images. Furthermore,
we foresee future evaluations expanding in scale through manipulations like ob-
ject removal, insertion, or resizing. While our current method may appear as
a modest evaluation benchmark, we hope that our work becomes the first step
toward controllable hallucination evaluation.
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