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Fig. 1: DATENeRF uses a reconstructed NeRF scenes’s depth to guide text-based
image edits. Compared to the state-of-the-art Instruct-NeRF2NeRF [13] method (top
row), our method (bottom row) produces results that are significantly more photoreal-
istic and better preserve high-frequency details across a diverse range of text prompts.

Abstract. Recent diffusion models have demonstrated impressive capa-
bilities for text-based 2D image editing. Applying similar ideas to edit a
NeRF scene [31] remains challenging as editing 2D frames individually
does not produce multiview-consistent results. We make the key observa-
tion that the geometry of a NeRF scene provides a way to unify these 2D
edits. We leverage this geometry in depth-conditioned ControlNet [57] to
improve the consistency of individual 2D image edits. Furthermore, we
propose an inpainting scheme that uses the NeRF scene depth to propa-
gate 2D edits across images while staying robust to errors and resampling
issues. We demonstrate that this leads to more consistent, realistic and
detailed editing results compared to previous state-of-the-art text-based
NeRF editing methods.
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1 Introduction

The recent progress in Neural Radiance Field (NeRF)-based methods [7, 31, 33]
has now made it possible to reconstruct and render natural 3D environments
with an ease and visual quality that has previously not been possible with tra-
ditional 3D representations. That said, traditional 3D representations like tex-
tured meshes explicitly decouple geometry and appearance; this gives artists,
albeit with significant skill and time, the ability to make complex edits to 3D
scenes and produce visually compelling results. This task becomes particularly
challenging when dealing with NeRFs because they lack explicit representations
of surfaces and appearances.

At the same time, image synthesis and editing have been revolutionized by
2D diffusion-based generative models [38,42,43]. These models can generate (or
edit) images using text prompts, inpaint masked regions in images [1] or edit
images following user instructions [5]. In cases where text prompts are not a
fine-grained enough edit modality, approaches such as ControlNet [57] enable
the generation and editing of content conditioned on spatial guidance signals,
including but not limited to depth, edges, and segmentation maps.

Recent work has explored using such 2D diffusion models to edit 3D NeRF
scenes [13, 48]. However, editing individual images of the same scene (with dif-
fusion models or otherwise) produces inconsistent results that require different
forms of regularization [30, 47] and/or relying on the NeRF optimization to re-
solve [13]. This is successful only up to a point; for example, as can be seen in
Fig. 1 (top), even the state-of-the-art Instruct-NeRF2NeRF method [13] suffers
from errors in geometry, blurry textures, and poor text alignment.

We address this challenge using DATENeRF, a Depth-Aware Text-Editing
method that uses the reconstructed NeRF geometry to improve the consistency
of individual 2D edits. We propose using ControlNet [57], conditioned on the
NeRF depth, as the base 2D diffusion model for text editing. This depth con-
ditioning improves the geometric alignment of edited images but they can still
have very different appearance. To address this, we propose reprojecting edited
pixels in one view onto the next view using the NeRF depth. Doing this naively
produces poor results because errors in geometry and resampling issues aggre-
gate over views. Instead, we use the reprojected pixels to initialize a hybrid
inpainting step that inpaints disoccluded pixels but also refines the entire image
to produces 2D images that are both high-quality and consistent.

This improved consistency means that the edited images can be easily fused
by a subsequent NeRF optimization to produce a high-quality edited NeRF
scene. As can be seen in Fig. 1 (bottom), DATENeRF produces results that have
cleaner geometry and more detailed textures compared to Instruct-NeRF2NeRF
which blurs these details out because of the inconsistencies in 2D edits. Moreover,
by incorporating ControlNet into NeRF editing, we open up a broad spectrum
of fine-grained NeRF modification capabilities, encompassing both edge-based
scene alterations and the insertion of objects, as showcased in Fig. 7 and 8,
respectively. This integration enhances the controlability of scene editing.
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2 Related Work

NeRF Editing. While there has been extensive research, and even development
of commercial software tools for editing 3D content, these have been traditionally
applied to textured meshes or point clouds. The emergence of NeRF-based recon-
struction methods [7, 31, 33, 41] made it easy to reconstruct 3D representations
from 2D images, thus opening up the requirement for tools to edit these rep-
resentations. The optimization-based approach for reconstructing NeRFs is also
amenable to editing tasks. As a result, many methods have been proposed to edit
a trained NeRF model by re-optimizing it based on shape/color scribbles [28],
exemplar styles [10, 16, 17, 34, 47, 56], and changes to color palettes [18, 24, 53].
Other methods have proposed physically-based editing tools for NeRFs including
compositing [51,52], deformations [20,35,55], object removal [32], relighting and
material editing [4, 25, 59]. All these methods only allow for specific, low-level
edits; in contrast, we propose a general text-based editing method for NeRFs.

3D Editing with vision-language and diffusion models. Powerful vision-
language models like CLIP [37] have been used for NeRF generation and edit-
ing [12,19,46] and distilling CLIP features into 3D [21,23]. The high-level nature
of the CLIP features means that these methods can only demonstrate coarse
forms of edits unlike the fine-grained, visually higher quality edits we demon-
strate. SINE [2] transfers edits from a single edited image across the entire scene
using a ViT model [6] as a semantic texture prior.

There have also been incredible advances in text-based 2D generative dif-
fusion models [38, 42, 43]. Methods have also been proposed to condition these
generative models on additional control signals [57] and instructions [5]. Re-
cent works have applied these approaches to 3D representations. 3D generative
models have been proposed to generate NeRFs by using an SDS loss [36] from
pre-trained 2D generators via optimization [9, 26, 36, 49, 50]. The SDS loss has
also been used to edit NeRF models [44, 54]; however, the quality of the results
is sub-optimal. DreamEditor [60] also uses the SDS loss to edit NeRFs but re-
quiring finetuning the diffusion model on the input scene. In contrast, we use a
pretrained diffusion model.

Our work builds on the state-of-the-art Instruct-NeRF2NeRF method [13]
for text-based NeRF editing. This method proposes an “Iterative Dataset Up-
date” approach which alternates between editing individual input images (that
can lead to inconsistent results) and NeRF optimization (that resolves this in-
consistency). However, this approach converges slowly, and struggles with high-
frequency textures and detailed edits because of its inherent stochasticity. In
contrast, we propose explicitly using the NeRF geometry to make the image
edits consistent, thus leading to faster NeRF convergence and higher quality re-
sults. Similar to us, ViCA-NeRF [11] uses depth to enforce view consistency in
the edits. However, it does so via blending of projected latent codes; this requires
more passes of a diffusion model and leads to blurrier results than ours.

2D diffusion models have also been used for texturing traditional 3D rep-
resentations like polygonal meshes [8, 40]. These methods project generated 2D
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Fig. 2: Overview. Our input is a NeRF (with its posed input images) and per-view
editing masks and an edit text prompt. We use the NeRF depth to condition the
masked region inpainting. We reproject this edited result to a subsequent viewpoint
and using a hybrid inpainting scheme that first only inpaints disoccluded regions and
then refines the entire masked region. This is done by changing the inpainting masks
(indicated by the blue and orange blocks on the right side) during diffusion.

images onto the 3D mesh, do this iteratively for a carefully selected set of view-
points, and merge the generated images into a consistent texture space using the
UV unwrapping of the given ground truth 3D mesh. Our method also projects
generated 2D images onto the 3D NeRF space for editing but is designed to han-
dle NeRF reconstructions from in-the-wild scene captures with potential errors
in geometry, no texture unwrapping, and arbitrary input viewpoints.

3 Method

Given a set of input images {I1, I2, . . . , Im} (with corresponding camera calibra-
tion), we reconstruct a 3D Neural Radiance Field (NeRF). This NeRF model
represents the scene as a volumetric field with RGB color and volume density at
each 3D location and enables rendering of novel views using volume rendering.
Our goal is to allow users to edit specific regions of this NeRF scene, denoted
by masks {M1,M2, . . . ,Mm}, using text prompts. We leverage the power of 2D
diffusion models to make complex text-based edits to the constituent 2D images
of the scene. Independently editing each 2D image leads to view inconsistencies
that, when merged into an edited NeRF, produce results with blurry textures
and geometry artifacts. We propose to use the scene depth reconstructed by
NeRF to resolve these inconsistencies.

We choose ControlNet [57] conditioned on NeRF depth (Sec. 3.2) as our base
2D editing model. This ensures that the major features in the edited images
are coarsely aligned with scene geometry and, as a result, more consistent across
views. However, this by itself is not sufficient. We further leverage scene geometry
by explicitly reprojecting edits made to an image to other views. We account for
these reprojected pixels in the diffusion process via a projection inpainting step
(Sec. 3.3) to improve view consistency as well as preserve visual quality. This
results in consistent 2D images that can be fused into a high-quality edited NeRF
scene via optimization. The full DATENeRF method is illustrated in Fig. 2.
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3.1 3D-consistent region segmentation

We first specify how we compute the masks {Mk} used for per-view editing.
We can use volume rendering on the NeRF geometry to compute an expected
distance per pixel for any given NeRF viewpoint; we denote these distance maps
for the input viewpoints as {D1, D2, . . . , Dm}.

Given a target object to be edited, we generate initial per-view segmentation
masks using an off-the-shelf segmentation model [22, 27]. These masks tend to
have inaccuracies and are inconsistent with each other. To rectify these issues,
we aggregate these masks in 3D using the NeRF scene geometry. Specifically, we
unproject each pixel within each preliminary mask, Mk, into 3D points using
the NeRF distances {Dk}. We project each of these points into all the masks
{M1, . . .Mm} and assign a selection score that is accumulated from the initial
per-view masks. Only those points that surpass a pre-defined visibility threshold
are retained in an updated view-consistent point cloud. We remove outliers points
that lie outside a specified sphere centered on the object. The refined points are
then projected back into the input views to create updated masks. We finally
employ a guided filter [14] to filter the masks (guided by the RGB images) to
create the final masks. The result of this process is a set of clean, occlusion-
aware masks that are view-consistent and are used for subsequent processing
steps. With some abuse of notation, we refer to these final masks as {Mk}.

For details, please see supplementary. We now describe how we use the input
images {Ik}, masks {Mk} and NeRF geometry {Dk} to edit the NeRF scene.

3.2 Editing NeRFs with Depth-aware ControlNet

Inpainting with 2D diffusion models. Diffusion models, especially Denoising
Diffusion Probabilistic Models (DDPM) [15], have gained prominence in gener-
ative modeling. At their core, these models transform a normal distribution into
a target distribution through a series of denoising steps. In this work, we use
Stable Diffusion, which is a latent diffusion model [42].

A text-to-image model can be applied for inpainting by adjusting the dif-
fusion steps to account for known regions [1, 29]; we specifically use Blended
Diffusion [1]. Here, the denoising operation is applied to the full noised image
latents at every step but the denoised result is replaced by the noised input la-
tents in the regions outside the pre-defined inpainting mask. This ensures that
the final result retains the original image outside the mask, but generates the
masked regions that are consistent with the text prompt and the outside regions.

Incorporating ControlNet for image editing. As can be seen in Fig. 3 (row
B), inpainting the mask regions of the input images using the method detailed
above leads to a wide range of inconsistent changes across the images of the
scene. Our goal is to reduce these inconsistencies. Toward this goal, we propose
conditioning the image generation/inpainting on the scene geometry. We achieve
this by converting the NeRF distances {Dk} to per-view disparities and using
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them as conditioning for a ControlNet [57] model. Combining this with the
Blended Diffusion step detailed above, we compute edited images as:

Iek = Blended-Diffusion(ControlNet(Ik, Dk),Mk). (1)

As can be seen in Fig. 3 (row C), using ControlNet produces more spatially co-
herent and context-aware synthesized results. Note that Instruct-NeRF2NeRF [13]
also relies on conditioning the editing process to improve view consistency. How-
ever, in their case they use the input images as conditioning. In contrast, we
use depth as conditioning, thus making the model more flexible in its ability to
produce content that could be significantly different from the input images. For
more details, the pseudocode of this section can be found in the supplementary.

3.3 Projection Inpainting

As can be seen in Eqn. 1, up to this point, each image in the scene is edited
independently and there is only a weak form of view consistency being enforced
via the depth conditioning. Previous methods rely on NeRF optimization to iron
out these deviations but this does not work especially for high-frequency content,
where small misalignments in images can lead to blurry NeRF results.

We address this with a simple observation: relying on NeRF optimization to
propagate edits across images is an indirect mechanism; instead, we explicitly
leverage scene geometry to achieve this. Thus, given a single edited reference
viewpoint, Ieref, we reproject the edited pixel values to other viewpoints to di-
rectly build a set of edited views that are consistent by construction:

Ipk = Rref→k(I
e
ref),M

vis
k = Rref→k(Mref). (2)

Here Mvis
k denotes which regions of Iek are being reprojected from Ieref and are

mutually visible in these two viewpoints (using a depth test, see supplementary).
In practice, we project pixels from other views and resample the reference view.

These reprojected images already give us a sense of what the edited view-
points should look like. Similar to how we used Blended Diffusion to inpaint only
the edited regions, we can preserve the reprojected pixel values as:

Iek = Blended-Diffusion(ControlNet(Ipk , Dk),M
p
k ). (3)

Here, Mp
k = Mk ∗ (1−Mvis

k ) denotes the region that we would like to inpaint in
Iek and excludes the region that has been reprojected from the reference view.

Hybrid inpainting and refinement We find that this approach by itself
does not work well in our case because the NeRF geometry has errors that lead
to reprojection artifacts. Moreover, propagating pixels across large viewpoint
differences (especially at oblique views) leads to poor results, notably due to
texture stretching. This can be seen in Fig. 3 (N = 20).

Instead, we find that it is better to use the reprojected pixels as an ini-
tialization to the diffusion-based editing process. We achieve this with a novel
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Fig. 3: Projection Inpainting. We analyze our proposed scheme using various views
of the input sequence (row A) for the text prompt “Vincent Van Gogh”. Frames edited
using blended diffusion (row B, BD), without any form of control, align with the prompt
but lack both geometric and photometric consistency. Using a depth-aware inpainting
model (row C, N = 0) achieves geometric alignment but suffers from photometric in-
consistency. Iteratively projecting edited images to the next view and only inpainting
occluded regions (row E, N = 20) produces results that diverge as we get farther from
the reference view; we show the projected pixels on top and the inpainted result below.
Our hybrid scheme (row D, N = 5) balances these two options by starting with the
projection result but further refining it to preserve visual quality. Note, minimal incon-
sistencies are efficiently resolved with NeRF optimization, ensuring improved results.

hybrid inpainting scheme, where we preserve the reprojected pixels for the first
N = 5 initial denoising steps (Eqn. 3) and fall back to inpainting the entire ob-
ject regions in subsequent denoising steps (Eqn. 1). These initial diffusion steps
thus constrain the overall appearance of the edit and subsequent steps allow
the diffusion process to fix disoccluded regions while preserving the flexibility to
fix reprojection artifacts. This change of inpainting masks during the diffusion
process is illustrated in Fig. 2. See supplementary for pseudocode.

Analysis. We demonstrate the advantages of our approach in Fig. 3 where we
show the effect of applying the same text-based edit on a set of input frames.
Here N denotes the number of denoising steps (out of a total of 20) that we
apply our projection scheme in. N = 0 corresponds to no projection at all, i.e.,
the pure ControlNet-based inpainting scheme described in Sec. 3.2; while the
features are coarsely aligned geometrically here, the appearance varies widely
from frame to frame. At the other end of the spectrum, N = 20 corresponds to
retaining projected pixels completely from the reference (first) frame to subse-
quent frames. While the initial set of edited frames look reasonable, this solution
produces poor results as we get further away from the initial viewpoint due to
the accumuluation of NeRF geometry errors and resampling issues. Our hybrid
approach (N = 5 projection inpainting steps followed by refinement of the full
masked region) balances these out; it retains higher visual quality at every view-
point compared to N = 20 and has much better consistency than N = 0. The
remaining minor inconsistencies are easy to fuse in NeRF optimization.
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Choice of viewpoints. Our projection inpainting starts by editing a refer-
ence viewpoint. This can be user-selected (for example to experiment with the
prompt/edit parameters in the best way) or any frame in the input sequence. For
every subsequent choice of frame to edit, we use a simple heuristic to maximize
overlap between subsequent frames. We re-project pixels within the mask of the
current image into the remaining views. The view with the highest number of
back-projected pixels is deemed closest. This is repeated for each subsequent im-
age, excluding those already considered, culminating in a sequence of view IDs
indicating proximity. The projection inpainting is performed using this sequence.

3.4 Edited NeRF optimization

Once all images have been edited using projection inpainting, we optimize the
NeRF (starting from the original NeRF) for 1,000 iterations. This stage transfer
the edits in image space into the NeRF. Note that this scheme is in contrast
to the “Iterative Dataset Update” approach of Instruct-NeRF2NeRF where each
frame is individually edited, followed by 10 iterations of NeRF training. This is
required in their approach because individual edits are inconsistent and need to
be introduced slowly for NeRF training to converge properly. On the contrary,
by ensuring that the individual edits are largely consistent, we are able to edit
all images in one go and train the NeRF for a large number of iterations.

After 1000 iterations, the majority of significant NeRF alterations are al-
ready accomplished and the images are highly view-consistent. Our focus after
this stage is to refine the visual quality further. Hence, we shift to updating
the NeRF using the Iterative Dataset Update approach. However, we diverge
from their methodology by employing a noise strength between 0.5 and 0.8, in
contrast to their choice from 0.02 to 0.98. This generates images that closely
resemble the existing ones in terms of major features but are enhanced with
finer details. We show that our method leads to much faster convergence than
Instruct-NeRF2NeRF in Fig. 6.

3.5 Implementation Details

Our method is implemented within the nerfstudio [45] codebase, utilizing their
“nerfacto” model as the underlying NeRF representation. All experiments are
conducted using the default hyperparameters: a guidance scale of 7.5 and Con-
trolNet conditioning scale of 0.5. Instruct-NeRF2NeRF uses images of resolution
512 × 512; we find that ControlNet performs poorly with images at this size.
Therefore, to maintain consistency with Instruct-NeRF2NeRF in our experi-
ments, we use this resolution for NeRF training images but bilinearly upsample
to double the original dimensions before generation and downsize after.

We run each experiment for 4,000 iterations. As noted before, we run a full
round of projection inpainting first, then optimize the input NeRF using the
edited images for 1000 iterations. Subsequently, we update individual images
independently and intersperse this with 30 iterations of NeRF optimization. For
scenes exceeding 150 frames, we edit a maximum of 100 frames. We optimize
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Original “Tie-dye t-shirt” “A tuxedo with a flower 
in the lapel” “An old lady” “Benjamin Franklin”

“A sunflower-painted 
table” “A billiard table”“A starry night canvas” “A Fauvism-style 

table”Original

“A table glowing with 
bioluminescent patterns” “A rainbow table”“A metallic vase” “An artichoke”Original

“Grizzly bear” “Panda bear”“Raccoon” “Red panda”Original
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US flag”

“a shirt with a heart 
in the center”Original “A tuxedo with a 

red bow tie”
“Tin 

Woodman”
“a shirt with a large 

paw print on the front”

Fig. 4: Results. We present the results of our method on a diverse set of scenes. For
each scene, we show input views on the left and results obtained from different text
prompts after that.

NeRF with L1 and LPIPS [58] losses. On average, each experiment takes ap-
proximately 20 minutes on an NVIDIA A100 GPU.

4 Results
We demonstrate DATENeRF on scenes from Instruct-NeRF2NeRF [13], the gar-
den scene from Mip-NeRF 360 [3] and two scenes that we captured ourselves.
These scenes vary from largely front-facing captures of people to 360 captures
of objects with background (both small-scale and large-scale). We extract masks
for user-specified regions of these scenes using the method detailed in Sec. 3.2.

In Figs. 1 and 4, we demonstrate editing results for a subset of these scenes
with a variety of text prompts. From the results we can see that our method is
able to generate realistic appearance that closely matches the input prompt with
high-frequency texture details and consistent geometry. This can be seen from
editing the bear scene in Fig. 1 to a variety of different animals (note the “zebra”
edit resulting in clear stripes) as well as retexturing the clothes and surfaces in
the scenes in Fig. 4 (note the “tie-dye t-shirt” resulting in a clear tie-dye texture
and the “sunflower-painted table” retaining a clear sunflower design).
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Fig. 5: Comparisons. We compare Instruct-NeRF2NeRF [13], with and without our
masks (columns 2 and 3), ViCA-NeRF [11] with our masks (column 4) and our approach
both with and without projection inpainting (columns 5 and 6). Our full method allows
for drastic and more consistent edits, for e.g., the textures of the plaid shirt and clown
costume, the rainbow on the teddy bear, and the checkerboard pattern on the table.

Comparisons with Instruct-NeRF2NeRF and ViCA-NeRF. We com-
pare our method with the state-of-the-art text prompt-based editing methods,
Instruct-NeRF2NeRF (IN2N) [13] and ViCA-NeRF [11] in Fig. 5. We gener-
ate their results using their code with the default diffusion parameters3. For
Instruct-NeRF2NeRF, we demonstrate two variations: editing the whole scene
(as in their work) and editing only the masked region we use. For ViCA-NeRF,
we only present results with our masks, as results without masks have a similar
impact to IN2N without them.

To aid NeRF convergence, IN2N makes a number of design choices including
conditioning the editing on the input image, adding random amounts of noise
and slowly introducing edited images into the NeRF optimization. This tends to
retain the appearance of the input images (e.g., “a red buffalo plaid shirt” and
“A teddy bear with a rainbow tie-dye pattern” results) while also being unable to
handle high-frequency textures (e.g., “A tiger” and “Black and white checkered
pattern table”). In contrast, by conditioning only on depth and using projection

3 We use default diffusion parameters for Instruct-NeRF2NeRF, diverging from the
original paper where the weights of classifier-free guidance were manually tuned.
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Fig. 6: Convergence Speed. Our method requires fewer iteration and image gen-
eration steps to converge compared to Instruct-NeRF2NeRF [13] and ours without
projection approach. For both methods, we note the number of diffusion-based image
edits being performed (in red in the top right corner) over the course of the NeRF
iterations (x-axis at bottom).

inpainting, our method is able to both make drastic edits to the input scene
while significantly improving on visual quality and texture detail.

Our method also outperforms ViCA-NeRF that is unable to handle high-
frequency textures and produces results that are blurrier (e.g., “Black and white
checkered pattern table”).

In Fig. 6, we compare the convergence of our method against IN2N on the
bear scene. DATENeRF edits all the 87 images in the scene upfront. As a result,
by iteration 400 all images have already been transformed and moreover, as a
result of being fairly consistent, result in a clearly edited NeRF model. On the
other hand, IN2N has performed 40 image edits, but because many are only
slightly edited and moreover are inconsistent, the NeRF at this point is still
close to the input scene. In fact, IN2N requires 300 image edits and 3000 NeRF
iterations to get results that are qualitatively similar to our results at 87 edits
and 400 iterations. Subsequent iterations finetune the quality of our result to
capture the detailed, fluffy “panda bear” appearance that IN2N is not able to
achieve even at 8k iterations.

Ablations. We ablate our projection inpainting scheme by comparing it against
an “Ours w/o projection” method. As noted in Sec. 3.2, this method edits in-
dividual frames using Blended Diffusion and depth-conditioned ControlNet. As
illustrated in Fig. 3, these edits are geometrically reasonably aligned but can
vary a lot in appearance. Applied as is, these edited inputs do not allow for the
NeRF model to converge. Hence, for this experiment we apply some ideas from
IN2N. Specifically, we inject a random amount of noise per image edit using
[tmin, tmax] = [0.8, 0.98] for ControlNet (as against [tmin, tmax] = [0.02, 0.98] in
IN2N). Also, we edit one image for every 10 NeRF iterations similar to IN2N.
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Table 1: Quantitative Evaluation. We evaluate Instruct-NeRF2NeRF, ViCA-
NeRF, and our method using different 2D editing models, both with and without
projection inpainting. Our full method with ControlNet outperforms both Instruct-
NeRF2NeRF variants as well as ViCA-NeRF indicating superior accuracy and unifor-
mity in image rendering from textual prompts and across varied viewpoints.

Method Image Projection CLIP Text-Image CLIP Direction
Editing Model Inpainting Direction Similarity ↑ Consistency ↑

Instruct-NeRF2NeRF [13] Instruct-Pix2Pix [5] 0.1407 0.6349
ControlNet [57] 0.1330 0.6799

ViCA-NeRF [11] Instruct-Pix2Pix [5] 0.1683 0.6981

Ours
Instruct-Pix2Pix [5] ✓ 0.1618 0.6910

ControlNet [57] 0.1772 0.6879
ControlNet [57] ✓ 0.1866 0.7069

This comparison is illustrated in Fig. 5. Here we see that even just using our
ControlNet-based scheme already has advantages over IN2N. It performs more
drastic (and better text-aligned) changes to the NeRF scene (e.g., the “Black and
white checkered pattern table” result) and has better quality textures (e.g., the
“Superman clothes” result) than IN2N. However, the lack of consistency in edits
shows up in the final results. Our full method, including the projection inpaint-
ing, significantly improves over this, creating crisp geometry and appearance.

Quantitative metrics. We benchmark variants of our method vs. IN2N and
ViCA-NeRF in terms of CLIP Text-Image Direction Similarity score and CLIP
Direction Consistency for 24 edits in Table 1. The former measures the alignment
between the text prompts and the generated images, while the latter assesses
the method’s ability to maintain consistency when rendering images from dif-
ferent viewpoints. We compare against IN2N and ViCA-NeRF using masks for
fairness. The major differences between these approaches and our method are in
the base editing model (Instruct-Pix2Pix vs. ControlNet) and the use of projec-
tion inpainting in our method. We rigorously evaluate all these variations: the
original IN2N with Instruct-Pix2Pix as the image editing model, IN2N with Con-
trolNet instead of Instruct-Pix2Pix, the original ViCA-NeRF, our method with
Instruct-Pix2Pix and projection inpainting, our method with ControlNet and
no projection and our full method with ControlNet and projection inpainting.
Naively adding ControlNet to IN2N worsens CLIP Text-Image Direction Sim-
ilarity but improves CLIP Direction Consistency. Meanwhile, our method uses
InstructPix2Pix as the image editing model in combination with projection in-
painting to outperform both versions of IN2N. This indicates that our projection
inpainting method can improve the performance even with other image models.
Using ControlNet in our method without projection inpainting results in better
CLIP Text-Image Direction Similarity but worse CLIP Direction Consistency,
indicating poorer view consistency. This is not surprising since the projection
inpainting is explicitly designed to make edits view consistent. Our full method
outperforms all the other variations including ViCA-NeRF on both metrics pro-
ducing both better text-aligned edits and better temporal consistency.
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“Vincent Van Gogh” “An Edvard Munch 
Painting”Original “A Fauvism painting”

Fig. 7: Edge-conditioned DATENeRF. We demonstrate that DATENeRF can use
controls other than depth such as Canny edges. Edge maps (shown in insets) play a
role in maintaining geometric consistency across the rendered scenes. By incorporating
the nuanced details captured in the edge maps, DATENeRF is able to interpret the
object outlines and structural features into the 3D scene.

Extending to other ControlNet modalities. We demonstrate the flexibility
of DATENeRF by experimenting with a different control modality. In Fig. 7,
instead of using depth, we use Canny edges as they also carry important geo-
metric information and help preserve details. As we can see, with Canny edge
conditioning, the method still produces highly consistent results that preserve
the subject pose while aligning very well with the text prompt.

Object Insertion. DATENeRF can also be used for 3D object insertion. Our
approach begins with the extraction of the scene’s geometry using the technique
of TSDF (Truncated Signed Distance Function). With this intermediary geom-
etry established, we can introduce new objects into the scene, as demonstrated
in Fig. 8, where we have added a 3D hat model to the person in the scene. We
render the depth of the person wearing the hat (shown in the Fig. 8) inset, and
a mask for the hat accounting for potential occlusions within the scene by using
the NeRF depth. Given these depths and masks as additional inputs, we can use
DATENeRF to “render” the hat into the NeRF scene to generated realistic re-
sults that maintain the spatial and lighting consistency of the original NeRF. In
columns 3 and 4, we first use our method to adapt the original scene to resemble
“Mark Twain” and “Albert Einstein”, then composite the hat to obtain the final
results. This form of creative control is only possible with our method because
of the use of depth-conditioned inpainting.

Scene Editing. In Fig. 9 we use DATENeRF to edit the entire garden scene to
produce a painterly rendering in the style of “Vincent Van Gogh”.

Limitations. Since our method uses NeRF geometry to make edits consistent,
we cannot make large geometric changes to the scene. We also rely on the editing
model’s capacity to generate content based on the depth maps. For large-scale,
complex scenes we find that ControlNet may not always faithfully preserve con-
tent that is aligned with the depth map, particularly in the periphery. This is
demonstrated in the middle column of Fig. 9. Even so, DATENeRF is able to
merge these edits into a consistently edited video, albeit one where the content
might not follow the input exactly. This can be potentially addressed using other
control signals like edge guidance. Also, we don’t model view dependent effects.
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“A plaid cowboy hat” “A metallic cowboy hat”“A brown cowboy hat”Original

Fig. 8: 3D object compositing. We can use DATENeRF to composite 3D objects (a
cowboy hat here) into an original or edited NeRFs. The target object is positioned using
an intermediary mesh, which is rendered to obtain disparity maps (inset). In columns
3 and 4, we first use our method to adapt the original scene to resemble “Mark Twain”
and “Albert Einstein”, then composite the hat to obtain the final results.

5 Conclusions

In this paper, we introduce DATENeRF, a method to achieve multiview-consistent
text-based editing of NeRF scenes. Given a selected object and a text prompt,
we achieve complex edits such as material, texture, or content modifications.
We leverage a depth-conditioned ControlNet for inpainting and a reprojection
scheme using the NeRF scene geometry. We demonstrate realistic, highly de-
tailed, state-of-the-art results on a diverse set of scenes including humans, ani-
mals, objects, 360 and front-facing scenes. When compared with existing meth-
ods, DATENeRF produces edits that more closely match the text prompts, re-
quires fewer inferences from the diffusion model, and converges more quickly.
Moreover, the method’s flexibility allows for the use of different types of guid-
ance, such as canny edges or intermediary meshes, broadening its applications.
While our method offers many creative possibilities, it also poses ethical con-
cerns. Realistic edits, especially of human faces, can be misused to create mis-
leading or malicious content, raising issues of authenticity and misinformation.

Fig. 9: Scene Editing using DATENeRF. We show two input views (left), the
ControlNet edit for one view (with depth in inset) and the final edited result.
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