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Abstract. Generalized Continual Category Discovery (GCCD) tackles
learning from sequentially arriving, partially labeled datasets while uncov-
ering new categories. Traditional methods depend on feature distillation
to prevent forgetting the old knowledge. However, this strategy restricts
the model’s ability to adapt and effectively distinguish new categories.
To address this, we introduce a novel technique integrating a learnable
projector with feature distillation, thus enhancing model adaptability
without sacrificing past knowledge. The resulting distribution shift of
the previously learned categories is mitigated with the auxiliary category
adaptation network. We demonstrate that while each component offers
modest benefits individually, their combination – dubbed CAMP (Cate-
gory Adaptation Meets Projected distillation) – significantly improves the
balance between learning new information and retaining old. CAMP ex-
hibits superior performance across several GCCD and Class Incremental
Learning scenarios. The code is available on Github.

1 Introduction

Traditional machine learning models provide remarkable performances across vari-
ous applications. However, they typically operate within the closed-world scenario,
which assumes that all the tasks are well-defined and knowledge necessary to solve
them is given upfront. Unfortunately, those assumptions are far from real-life
applications, where models encounter dynamic streams of ever-changing data that
evolves and may contain semantics the models have never encountered before.
This variability severely impacts their performance and robustness. To study these
problems from a unified perspective, many recent works combine Generalized
Category Discovery [36] (GCD) setting with Continual Learning [25, 27] (CL).
Resulting combinations [20,39,44,45] (to which we refer as Generalized Continual
Category Discovery - GCCD), consider a sequence of tasks, in which the method
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has to continuously handle new data, discover novel categories and maintain
good performance on previous tasks by overcoming catastrophic forgetting [12].

A popular trend in the field of discovering categories is to regularize the
model with feature distillation [18,20, 31] (FD) to alleviate forgetting. However,
as pointed out by [13], it decreases the plasticity of the model by restricting
changes (drift) of the categories’ distributions in the feature space. In this work,
we show that in order to enable learning robust representations of new data, it is
necessary to allow distributions of past categories to drift. Drawing inspiration
from recent studies in representation learning for enhanced transferability [3, 34],
we incorporate projected representation in a distillation-based regularization for
continual learning. Compared to standard FD, this method results in improved
plasticity. However, it increases forgetting as it lets old categories drift even more.

Fig. 1: While knowledge distillation through a
projector and category adaption are decent on
their own, CAMP combines them to achieve
great results without the need of exemplars.

To address this issue, we repre-
sent categories as centroids in the
latent space of the feature extractor
and train an auxiliary network to
predict the drift of centroids, which
we call category adaptation. This en-
ables the model to recover the ac-
tual positions of old clusters and
improve the overall accuracy of the
Nearest Centroid Classifier (NCC).
Similarly, works [17,42] analyze the
semantic drift of old categories in
closed-world, Continual Learning sce-
narios. Here, our key observation
is that, while centroid adaptation
demonstrates overall solid perfor-
mance, its true effectiveness is real-
ized only through combining it with
feature distillation using a projec-
tion network, as depicted in Fig. 1.
That allows the technique to excel.
Building upon these findings, we pro-
pose to leverage this combined effect
for GCCD by introducing a method
called CAMP – Category Adaptation
Meets Projected distillation. CAMP
presents state-of-the-art performance across GCCD scenarios and exemplar-free
Class Incremental Learning (CIL).

To summarize, the main contributions of our work are as follows. 1: We study
the interplay between knowledge distillation and category adaptation for the
problem of Generalized Continual Category Discovery (GCCD). We demonstrate
that they address distinct or even opposing challenges when considered separately.
However, when combined, they complement each other significantly, reduce
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forgetting, and improve overall results. 2: Based on those insights, we propose a
novel method for generalized continual category discovery dubbed CAMP. Built
on GCD [36], CAMP improves it for continual learning by adapting categories
between tasks and performing knowledge distillation with two separate projectors.
3: We evaluate our method on numerous GCCD and Class Incremental Learning
(CIL) datasets. With a series of experiments, we show that CAMP achieves
state-of-the-art results with and without exemplars in different scenarios.

2 Related work

Continual learning (CL) is a setting where an agent learns a sequence of tasks
with access to the data from the current task only. The goal is to achieve high
performance on all the tasks from the sequence. Regularization-based approaches,
such as EWC [22] or MAS [1] penalize changes to important neural network
parameters. Alternatively, it is possible to regularize neuron activations as in
LwF [25], DER [41] or PODNet [9] by using distillation techniques. However, even
with feature distillation, the features from old classes will change, which causes
catastrophic forgetting. [42] tries to predict these changes by approximating the
drift of old classes based on the drift of current task data. [17] learns a feature
adaptation network that translates old features into those learned on new tasks.
In our work, we show that such an approach may not necessarily work well when
going beyond the closed-world assumption under which CL usually operates.
Novel Class Discovery (NCL) [11, 14–16, 47, 48] aims to discover unknown
classes from unlabeled data, thus it relaxes the closed-world assumption. NCL
typically assumes that the class space of unlabeled data is completely disjoint
with the labeled (training) set. This assumption was removed by Generalized
Category Discovery (GCD) [36,38], where a training dataset consists of two parts:
known classes where only a fraction of samples are labeled and novel classes which
are unlabeled. The goal is to categorize all images from known and novel classes,
without any additional information regarding their novelty. Typical solutions in
this area include unsupervised clustering [16, 46], contrastive learning [36,38, 46],
pseudo-labeling [38] or pairwise similarities [43].
Continual classes discovery combines the NCL and CL fields. In [32], learning
of the novel classes is framed incrementally: that is, in the first stage, the
model learns from supervised data, and in the following stages, novel classes
are learned without any labels. A similar setting was explored in [18] with the
solution that uses pseudo-latent supervision, feature distillation, and a mutual
information-based regularizer. However, their setting assumes no class overlap
between the initial and incremental training stages, which was later relaxed
by various to which we refer as Generalized Continual Category Discovery -
GCCD [20, 39, 44, 45]. Grow and Merge (GM) [44] keeps two models: a static
one that maintains knowledge of old classes and a dynamic one trained using
self-supervision to discover novel classes. Both models are then merged into one
when the new task arrives. In IGCD [45] a non-parametric classifier and a small
buffer of exemplars from previous tasks to decrease forgetting. PA [20] combines
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exemplars and proxy anchors [21] known from deep metric learning. Contrary to
previous approaches [20,44,45] we focus on the most challenging exemplar-free
setting. MetaGCD [39] needs to store the data from the first task, which we
avoid, by proposing a purely continual model.

3 Method

3.1 Problem Setting

In Generalized Continual Category Discovery models are trained sequentially
on partially labeled tasks containing known and novel categories. Formally, we
consider a scenario where a dataset D is partitioned into disjoint subsets, each
represented by a task: D = T 1 ∪ T 2 ∪ · · · ∪ TN , with N denoting the total
number of tasks. Each task T t comprises two subsets: T t = T t

L ∪ T t
U , wherein

T t
L = {(x, y) | x ∈ X t

L, y ∈ Yt} denotes the labeled set of known classes and
T t
U = {x | x ∈ X t

U} encompasses unlabeled data samples from both known and
novel classes.

Within the GCCD framework, each method engages in sequential learning
from a stream of tasks. We assume that, at task t, each method comprises a
feature extractor F t : X t → Zt and a classifier Ct : Zt → Yt. Here, Zt signifies
the latent space generated by the feature extractor trained on the task t. The
GCCD model aims to learn to recognize categories of a given task T t while
also maintaining the ability to recognize the categories from previous tasks
T 1 ∪ T 2 ∪ · · · ∪ T t−1. The main challenge is to prevent catastrophic forgetting on
previous tasks while maintaining high plasticity that allows a method to learn
new categories on new data.

3.2 Motivation

In this section, we demonstrate the motivation for our method on a simple
experiment performed on ten categories of the CUB200 dataset split into two
tasks. We train a neural network with its latent space bottlenecked to two
dimensions (see Supplementary Material B for experimental details). In Fig. 2, we
present a visualization of the latent space after training on the second task. We
observe that naive fine-tuning of GCD (left) causes catastrophic forgetting and
results in poor performance on the first task. Training with feature distillation
(middle) [18,20,31] to some extent alleviates the forgetting and makes the drift of
the centroids partially reversible via centroid adaptation (black arrows). However,
feature distillation introduces rigid regularization that limits the model’s ability
to acquire new knowledge and results in low performance on the second task.
These results highlight the need for a mechanism that relaxes anti-forgetting
regularization constraints while alleviating forgetting. Our proposed CAMP
method (right) is able to address these issues by introducing a learnable projector,
which makes the regularization less rigid and allows the distribution to drift more,
resulting in better accuracy on the second task. At the same time, it causes the



Category Adaptation Meets Projected Distillation 5

drift to be easily predictable, thus enabling our centroid adaptation to estimate
ground truth positions of centroids, leading to great accuracy on the first task.
Existing feature adaptation methods [17, 42] do not utilize projected distillation.
Therefore, their drift is more challenging to predict (middle). Additionally, our
method is more memory efficient than [17] as we store only a single centroid
instead of many features per class and we don’t require exemplars.

Fig. 2: CAMP utilizes a projected knowledge distillation, resulting in a predictable latent
space drift. The drift is revertible via centroid adaptation (black arrows), maintaining
high performance on the first task. GCD and GCD with feature distillation fail to
prevent forgetting, resulting in a drift that is difficult to predict. This decreases their
performance. We report the nearest centroid classification accuracy using stored (Acc
old) and adapted centroids (Acc adapted) after training on the second task.

3.3 CAMP

The training procedure for CAMP within each task is divided into three consecu-
tive phases: (1) feature extractor training, (2) clustering on a new task, and (3)
adaptation of centroids representing categories of past classes. An overview is
depicted in Fig. 3. The first phase focuses on training F t to transform images
into meaningful features that effectively distinguish between different classes. The
second phase is dedicated to identifying novel classes. The third phase, centroid
adaptation, is responsible for updating the centroids of previous tasks by esti-
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mating the drift caused by updating the feature extractor. Detailed explanations
of each phase will follow in the subsequent three subsections.

Fig. 3: The training procedure of CAMP consists of three stages: (1) We train the
feature extractor in a semi-supervised manner using distillation through a learnable
projector. (2) We obtain centroids of known and novel classes in the current task using
constrastive K-Means algorithm. (3) We update memorized centroids of old categories
to alleviate forgetting.

3.4 Phase 1: Feature extractor training

Our method for training feature extractors consists of three components: self-
supervised learning, supervised learning, and knowledge distillation. The first two
components allow the use of labeled and unlabeled data for the training feature
extractor, while knowledge distillation is used for regularization and preventing
forgetting. All are depicted in Fig. 3, left rounded rectangle.
Representation learning To learn the representations of the data from the new
task, we follow SimGCD [38] and combine self-supervised and supervised learning.
We use self-supervision on all data from known and novel categories TU

t . We
combine SimCLR [6] loss and cross-entropy loss between predictions and pseudo-
labels: LSSL = LSimCLR + Lpseudo. For labeled data TL

t we use supervised
learning loss that combines SupCon [19] loss and cross-entropy loss between
predicted and ground-truth labels: LSL = LSupCon + LCE . A detailed formal
description of each loss component is provided in Supplementary Material A.
Knowledge distillation We use distillation to alleviate forgetting in con-
tinual learning scenarios. Following state-of-the-art exemplar-free continual
representation learning methods [10, 13], we use a learnable MLP projector
ϕt→t−1 : Zt → Zt−1 that maps the features learned on the current task back to
the old latent space. In our case, this approach improves the trade-off between
plasticity and stability. Additionally, it ensures there is a mapping between old
(t − 1) and new (t) latent space, which can be later inverted during category
adaptation.
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Following distillation-based continual learning methods [10,13, 25], we freeze
previously trained feature extractor F t−1 and regularize currently trained feature
extractor F t with the outputs of F t−1:

LKD =
∑
i∈B

||ϕt→t−1(F t(xi))−F t−1(xi)||2. (1)

where B is a batch of data. This form of distillation does not require labels.
Therefore, all the data from T t

U can be used for regularization.
The final loss function for feature extractor training is defined as follows:

L = (1− α)((1− β)LSSL + βLSL) + αLKD, (2)

where α, β ∈ [0, 1] are hyperparameters defining contribution of regularization
and supervision respectively.

3.5 Phase 2: Clustering task’s data

The purpose of clustering the new task’s data T t is to find a centroid of each
known and novel class in the learned representation space of the feature extractor
F t. Such centroid is the class representation in latent space, later used for
classification with the Nearest Centroid Classifier (NCC) during inference time.
In order to find class centroids for CAMP, we use a semi-supervised k-means
algorithm introduced in [36]. We use labeled data samples of known classes (T t

L)
to initialize known classes’ centroids. We obtain the set of remaining centroids
(equal to the number of novel classes) from the unlabeled data T t

U using the
k-means++ [2] algorithm, with the constraint that they must be close to the
centroids of the labeled ones from T t

L. To determine the number of classes in a
task, we utilize a popular elbow method as in [16,36]. Thus, for different numbers
of K-Means clusters, we measure clustering accuracy on the labeled data and set
the number of clusters to the one that yields the highest accuracy.

3.6 Phase 3: Centroid adaptation

Although regularization methods decrease forgetting, they still allow for a drift
of ground truth representations of old classes (as discussed in Sec. 3.2). To
recover from this issue, we propose to train auxiliary centroid adaptation network
ψ(t−1)→t to predict the drift of data representations from the previous task’s
latent space (t−1) to the current one (t). To train it, we use all the data available
in the current task. Exemplars can also be used for this purpose but are not
necessary. We examine the architecture of ψ(t−1)→t in Sec. 4.3. We train ψ(t−1)→t

by minimizing the MSE loss:

LPA =
∑
i∈B

||F t(xi)− ψ(t−1)→t(F t−1(xi))||2. (3)

When ψ(t−1)→t is trained, we use it to calculate the updated centroids pti =
ψ(t−1)→t(pt−1

i ) where pti is a centroid of class i calculated after task t. This is
presented in Fig. 1, lower right.
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4 Experiments

4.1 Experimental setup

We evaluate all methods on five datasets: CIFAR100 [24], Stanford Cars [23],
CUB200 [37], FGVCAircraft [26] and DomainNet [28]. We split datasets into five
equal tasks, with the exception of Stanford Cars (4 tasks) and DomainNet (6
tasks). Following [33] we set a different domain for each task of DomainNet, to
simulate domain shifts. Following [36,38], for each dataset, we set the ratio of
known to novel classes as 4:1. For known classes, we set the ratio of labeled data
samples to unlabeled data as 1:1. As the feature extractor F for all methods we
use ViT-small [8] model pretrained with DINO [4] on ImageNet [7]. Following
GCD [36] we freeze the first 11 blocks for all methods. We train all methods for
100 epochs in each task using AdamW optimizer with a starting learning rate
of 0.13 and cosine annealing scheduling. The exception is PA method, for which
we set it to 0.14 but increase the learning rate for proxies 100 times following
the original work. As the distiller ϕ we utilize a 2-layer MLP network consisting
of 384 neurons and ReLU activation. As the adapter ψ, we utilize a linear layer
consisting of 384 neurons. For CAMP without exemplars, we set α to 0.5; for
CAMP with exemplars, we use α = 0.1.
Selection of baselines For the simplest baseline, we fine-tune GCD [36] method
and couple it with popular CL regularization-based methods: (1) weight regular-
ization method - EWC [22] (GCD+EWC); (2) feature distillation method [13,25]
(GCD+FD). In GCD+FD we distill features F(x). Moreover, we combine GCD
with experience replay [30] (GCD+ER), where for incremental tasks, we add
a buffer that stores random images of past known classes. For all the above
methods, we perform semi-supervised k-means [36] algorithm to find centroids
and utilize the NCC classifier for classification. Additionally, we use SimGCD [38],
which improves GCD by utilizing a learnable classifier and adding additional
cross-entropy-based losses for training it. We also test MetaGCD [39] that utilizes
meta-learning and PA [20] method, which trains the feature extractor using
supervised proxy anchor loss, maintains a buffer of exemplars, and uses feature
distillation to alleviate forgetting. Lastly, we evaluate IGCD [45] that utilizes a
density-based support set selection and replay buffer to mitigate forgetting. We
describe all methods in detail in the Supplementary Material C.
Evaluation protocol We assess the performance of each method upon comple-
tion of the final task using the test set for each task. Our primary evaluation
metrics encompass final task-agnostic (TAg) accuracy [5] (where the model does
not know task-id during the inference), average forgetting [5] after last task and
plasticity defined as 1

N−1Σ
N
n=2An, where An denotes accuracy measured on n-th

task after training on n-th task. Following [36,38], we calculate them separately
for known, novel, and all classes to get more insight into the performance of
methods. We will release the code upon the acceptance of the manuscript.
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Table 1: CAMP achieves state-of-the-art results in most of the scenarios. We report
known, novel, and all accuracy (%) calculated over all classes after the last incremental
learning step. We assume that task id is not known during the inference.

Method Exemplars CIFAR100 Stanford Cars CUB200 FGVC Aircraft DomainNet

per class All Known Novel All Known Novel All Known Novel All Known Novel All Known Novel

GCD [36] 0 26.7 26.6 27.2 20.6 23.8 5.8 20.6 22.5 13.3 16.8 20.0 4.4 24.7 23.7 28.5
GCD+EWC [22] 0 26.9 28.7 19.7 30.4 35.3 8.7 50.3 53.3 38.1 25.3 28.2 13.8 33.1 37.5 16.8
GCD+FD 0 36.6 40.3 21.6 27.9 31.5 11.8 42.0 45.7 27.2 28.2 30.6 18.6 32.7 34.4 39.7
MetaGCD [39] 0 35.8 40.0 19.1 23.6 25.6 14.4 42.0 44.6 31.4 28.6 31.0 19.0 30.8 34.2 37.0
SimGCD [38] 0 31.2 31.9 28.5 21.3 30.1 23.9 35.7 36.6 31.8 22.0 22.3 20.8 36.5 36.4 35.0
CAMP 0 52.1 55.7 37.8 48.8 52.8 31.0 58.9 62.6 44.2 39.9 42.0 31.5 36.7 39.2 29.7

GCD+ER [30] 5 31.7 32.9 27.0 32.4 38.1 6.5 36.6 42.4 13.7 36.6 42.4 13.7 34.2 38.4 34.2
PA [20] 5 35.9 40.8 16.2 42.8 48.1 18.7 50.1 55.7 27.4 40.5 43.8 27.6 36.0 43.1 12.4
MetaGCD [39] 5 38.9 43.6 20.0 34.5 38.9 14.5 48.2 52.0 32.9 37.8 41.3 24.0 34.8 38.5 22.1
IGCD [45] 5 40.6 43.6 28.8 37.8 41.3 22.4 50.8 54.8 34.8 34.5 36.4 26.9 45.9 35.8 43.4
CAMP 5 52.7 56.1 39.1 50.3 55.0 29.1 61.1 65.1 45.0 40.3 44.6 23.0 45.1 48.8 29.6

GCD+ER [30] 20 42.5 46.3 27.3 46.3 54.0 11.5 52.0 59.9 20.1 48.9 56.5 17.5 46.4 53.7 20.4
PA [20] 20 37.6 43.1 15.7 46.7 53.0 18.7 53.1 58.7 30.4 45.6 50.5 26.0 38.2 42.0 25.3
MetaGCD [39] 20 43.6 47.3 28.6 47.9 51.5 31.8 55.8 56.9 42.2 46.5 49.7 33.9 42.4 47.6 25.8
IGCD [45] 20 51.8 57.3 29.6 57.6 63.9 29.7 64.0 69.0 43.4 49.5 52.6 37.2 51.1 58.3 22.0
CAMP 20 58.0 63.6 35.7 60.5 66.5 33.6 66.1 71.6 43.9 50.8 56.7 27.0 56.9 64.3 26.6

4.2 Comparison to baselines

We compare CAMP to other methods in terms of accuracy in Tab. 1. CAMP
outperforms existing methods by a large margin in most scenarios, achieving
the best results on CIFAR100, Stanford Cars, and CUB200 with and without
exemplars, e.g . on CUB200, CAMP with no exemplars achieves 8.6%, 9.3%,
6.1% points better all, known and novel accuracy than the second-best method
GCD+EWC. However, results are not that consistent on FGVCAircraft and
DomainNet. On DomainNet GCD+FD method achieves 10.0% points better
novel accuracy than CAMP, yet still, our method has 4.0% points better all
accuracy. We can also study the impact of exemplars. Methods that utilize
exemplars outperform exemplar-free competitors at the cost of additional memory
complexity. Exemplars drastically improve GCD method, on CUB200 they boost
its all accuracy by 16.0% and 31.4% points with 5 and 20 exemplars, respectively.

To better examine how the accuracy changes in incremental steps, we plot
averages of all accuracy after each task in Fig. 4 (left). CAMP achieves the highest
accuracy from the second task, and the results are consistent with and without
exemplars. Next, we analyze the plasticity and forgetting of all methods in Fig. 4
(right). GCD is the most plastic method. However, it has the highest forgetting as
it has no form of regularization. On the other hand, IGCD is the most stable as it
achieves the lowest forgetting. CAMP has good plasticity and forgetting, allowing
it to achieve state-of-the-art results. We can also observe that exemplars prevent
methods like GCD, IGCD, PA, and CAMP from forgetting. That is intuitive as
the replay buffer allows them to recall the past categories’ data. Interestingly,
each method forms its own cluster in presented plots, informing that they have
different but specific characteristics for continual learning scenarios.
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Fig. 4: Results of GCCD methods on CIFAR100 during the continual learning session
of five tasks. We report average accuracy after each task (left); plasticity and forgetting
(right). CAMP achieves better accuracy and than competitors.

Class Incremental Learning results Class incremental learning [27] is a
special case of GCCD, where each data sample is labeled, and all classes are
known. We test CAMP against exemplar-free state-of-the-art methods and train
the feature extractor (ResNet-18) from scratch. We train methods for N equal
tasks on CIFAR100, Domainnet, and Imagenet-Subset. For training CAMP
we remove the self-supervised component from the loss function as all data is
labeled. For baselines, we utilize popular exemplar-free CIL methods using their
implementations in well-established benchmarks (FACIL [27], PyCIL [49]) and
set their hyperparameters to default. We implement CAMP in FACIL and will
publish the code upon the acceptance of the manuscript. For details, please
refer to Supplementary Material B. We report average incremental accuracy [27],
which is the average of task agnostic accuracies measured after each task on tasks
seen so far. We provide results in Tab. 2.

CAMP outperforms baselines in terms of average incremental accuracy. On
CIFAR100 it is better than the second best method - FeTrIL [29] by 6.5%, 10.4%,
4.3% for 5, 10, 20 tasks respectively. FeTrIL freezes the model after the first task,
what decreases its ability to adapt to new data. CAMP does not, thus allowing
for better plasticity. Results are consistent on DomainNet and ImageNet-Subset.
These results show that CAMP translates well to Class Incremental Learning
scenario, therefore combining projected distillation and category adaptation is a
promising technique in the field of Continual Learning.

4.3 Method Analysis

How do distillers and adapters affect performance? We verify the influence
of different network architectures of adapters and distillers on the accuracy
achieved by CAMP. For this purpose, we evaluate three types of adapter networks
ψ: linear, two connected layers with batch-norm and ReLU activation after the
first layer (MLP) as in [6], and three layers following [35] (T-ReX). We also test
a semantic drift compensation [42] (SDC) method to compare adaptation with
different, non-learnable methods. It utilizes a vector field to estimate the drift
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Table 2: Exemplar-free class incremental results for equal task split. We train all the
methods from scratch and report task agnostic average incremental accuracy (%).

CIL Method CIFAR-100 DomainNet ImageNet-Subset

N=5 N=10 N=20 N=6 N=12 N=24 N=5 N=10 N=20

Fine-tune 40.6 26.4 17.1 27.7 17.9 14.8 41.6 27.4 18.6
GCD [36] 40.1 25.2 16.5 28.2 18.2 15.3 42.0 26.1 18.3
EWC [22] 52.9 37.8 21.0 30.0 19.2 15.7 43.7 29.8 19.1
LwF [25] 49.4 47.0 38.5 30.5 20.9 15.1 54.4 32.3 33.7
PASS [51] 62.2 52.0 41.4 33.6 25.9 14.9 63.6 53.9 36.0
IL2A [50] - 43.5 28.3 31.3 20.7 18.2 - - -
SSRE [52] 57.0 44.2 32.1 34.9 33.2 24.0 56.9 45.0 32.9
FeTrIL [29] 58.5 46.3 38.7 36.8 33.5 27.5 62.9 58.7 43.2
CAMP 65.0 56.7 43.0 43.6 36.6 27.9 73.1 59.9 50.2
Joint 71.4 65.1 63.7 69.3 81.5

of prototypes in the latent space, and here, we use it to adapt centroids. As a
distiller network ϕ, we utilize popular feature distillation [18,20,31] technique and
three networks of the same architecture as for adapters (Linear, MLP, T-ReX).

Fig. 5: Results for estimation of number
of categories in tasks. We utilize an elbow
method following vanilla GCD method. Ac-
curacy calculated on labeled data peaks
around ground truth number of clusters.

Fig. 6: Performance of CAMP for different
adapting (ψ) and distilling (ϕ) networks. It
achieves the best results when MLP distiller
is combined with Linear or MLP adapter.

We provide results for CIFAR100 in Fig. 6. It is best to combine MLP distiller
and linear adapter, which justifies the design choice for CAMP. Utilizing only
MLP distiller improves base results by 4.7% points. However, combining MLP
and linear adapter improves results by 20.2%, which is a significant gain. We also
achieve 12% better accuracy than combination inspired by [17] (MLP adapter and
FD distiller). This shows that combining projected distillation with adaptation
is crucial for achieving good performance. Interestingly, all adaptation methods
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improve no-adaptation results if FD distiller is not used. That suggests that FD
changes old representation in a harder-to-predict way than other distillers.
Adaptation with feature distillation or projected distillation? We examine
the impact of Feature Distillation (FD) and distillation with an MLP projector on
centroid adaptation for α parameter value in range [0.03, 0.99] (plasticity-stability
trade-off). We present the results in Fig. 7. We can see that without adaptation,
FD imposes more substantial constraints on the drift of old centroids than MLP,
as the distance between real and memorized centroids is lower (right). However,
after adapting centroids this distance is much lower for MLP, proving that MLP
facilitates drift prediction. Moreover, the adaptation method does not work well
for FD with α ≥ 0.4, as the rigid features regularization minimizes the gain from
centroid adaptation. The accuracy when using MLP is much better than FD,
which proves the design choice of the distilling method.

Fig. 7: MLP projector relaxes drifts of class distributions (measured with distance
from memorized to ground-truth class centroids) compared to feature distillation.
Additionally, it enables better adaptation of centroids, leading to increased accuracy.

Ablation study We perform ablation study on CUB200 and FGVCAircraft
datasets. We present results in Tab. 3. We test CAMP without: LSL, LSSL,
knowledge distillation through the projector loss (LKD) and without centroid
adaptation. We can see that having all of these elements is crucial for obtaining
good accuracy on known and novel classes (62.6% and 44.2% respectively on
CUB200). Interestingly, without the LSSL CAMP achieves 2.0% points better
accuracy for known classes but 2.8% points lower accuracy for novel classes.
Estimating number of categories in a task. We estimate the number of
novel categories in each task using the elbow method. We present results in Fig. 5.
It is clear that accuracy on the labeled dataset peaks when the number of clusters
for k-means algorithm is equal to the ground truth number of categories.
Does category adaptation improve position of centroids? After each
task, we measure the distance between ground truth and estimated centroids
with and without our category adaptation method. We present results in Fig. 8.
Interestingly, we can see that novel classes tend to be further away from their
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Table 3: Ablation study of CAMP.

CUB200 FGVCAircraftLSL LSSL LKD Cent. adapt. Known Novel Known Novel

% ✓ ✓ ✓ 29.9±1.6 12.1±1.1 19.0±0.9 18.8±1.9
✓ % ✓ ✓ 64.6±2.3 41.4±3.5 43.5±1.8 16.6±2.0
✓ ✓ % ✓ 30.9±2.6 32.9±2.6 24.7±1.2 19.8±2.2
✓ ✓ ✓ % 36.5±1.9 28.7±1.7 29.6±1.7 24.2±2.8
✓ ✓ ✓ ✓ 62.6±2.4 44.2±3.7 42.0±1.9 31.5±3.5

estimated positions than known ones. Our centroid adaptation method consis-
tently improves estimations of real centroids, e.g . after the last incremental step
it decreases mismatch between positions of known classes by 44.8% and novel
classes by 28.8% on CUB200.

Fig. 8: Distance from centroids estimated by CAMP to ground-truth centroids through-
out sequential training. Novel categories tend to be further away from estimated positions
than known ones. CAMP centroid adaptation improves these estimations in both cases.

CAMP overcomes task-recency bias. To better understand the performance
gap between GCD and CAMP, we check how these methods predict tasks after
the last incremental step. We present a confusion matrix calculated for the
StanfordCars dataset split into four tasks in Fig. 9. As a fine-tuning method,
GCD faces a task-recency bias [40] for known and novel classes, as it mainly
classifies test samples into categories of the last task. On the contrary, CAMP
does not present such skewed results prediction only towards the last task. Our
method of projected distillation, combined with category adaptation, alleviates
task-recency bias, which improves CAMP’s performance.
CAMP vs. GCD under different setting conditions. We examine the
impact of setting parameters (number of novel classes and fraction of labeled
data) on results achieved by CAMP and GCD. We set novel to known ratios as
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2:8, 4:6, 6:4, 8:2 and fraction of labeled data as 0.25, 0.5, 0.75, 1.0. We provide
final all accuracy and average forgetting on StanfordCars in Fig. 10. We can
observe that accuracy decreases when increasing the number of novel classes or
when decreasing the amount of labeled data. Forgetting behaves similarly, which
is understandable - with lower accuracy, there is less to forget. However, in each
case, CAMP outperforms GCD, proving that our combination of distillation and
category adaptation is robust to different scenarios.

Fig. 9: Vanilla GCD method is prone to
task-recency bias as its predictions are
skewed towards the last one. However,
CAMP overcomes this problem and keeps
predictions distributed across all tasks.

Fig. 10: CAMP improves GCD in differ-
ent continual learning scenarios in terms of
average accuracy and forgetting. We evalu-
ate methods for different numbers of novel
classes in each task and different fractions
of labeled known data on StanfordCars.

5 Summary

In this work, we study an interplay between knowledge distillation techniques
and centroid adaptation in the problem of GCCD and CIL. We find out that
combining knowledge distillation through a neural projector followed by centroid
adaptation is crucial for achieving high plasticity and low forgetting. Based on this
finding, we propose a new method, dubbed CAMP. It utilizes projected knowledge
distillation to regularize the network and prevent forgetting. Moreover, CAMP
utilizes a centroid adaptation method to estimate better actual positions of
centroids representing past categories. CAMP uses the nearest centroid classifier
to classify data samples achieving state-of-the-art results in different scenarios.
Limitations. The limitation of our work is that the centroid adaptation mecha-
nism cannot be easily implemented for methods that do not perform centroid-
based clustering to represent categories, e.g . [38, 45]. Moreover, our method
achieves better results for known classes, which can be limiting in use cases where
novel classes play the leading role.
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