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Abstract. We study zero-shot instance navigation, in which the agent
navigates to a specific object without using object annotations for train-
ing. Previous object navigation approaches apply the image-goal navi-
gation (ImageNav) task (go to the location of an image) for pretraining,
and transfer the agent to achieve object goals using a vision-language
model. However, these approaches lead to issues of semantic neglect,
where the model fails to learn meaningful semantic alignments. In this
paper, we propose a Prioritized Semantic Learning (PSL) method to
improve the semantic understanding ability of navigation agents. Specif-
ically, a semantic-enhanced PSL agent is proposed and a prioritized se-
mantic training strategy is introduced to select goal images that exhibit
clear semantic supervision and relax the reward function from strict ex-
act view matching. At inference time, a semantic expansion inference
scheme is designed to preserve the same granularity level of the goal-
semantic as training. Furthermore, for the popular HM3D environment,
we present an Instance Navigation (InstanceNav) task that requires go-
ing to a specific object instance with detailed descriptions, as opposed to
the Object Navigation (ObjectNav) task where the goal is defined merely
by the object category. Our PSL agent outperforms the previous state-
of-the-art by 66% on zero-shot ObjectNav in terms of success rate and
is also superior on the new InstanceNav task. Code will be released at
https://github.com/XinyuSun/PSL-InstanceNav.

Keywords: Zero-Shot Instance Navigation · Zero-Shot Object Naviga-
tion · Image Goal Navigation · Prioritized Semantic Learning

1 Introduction

Visual navigation is a fundamental skill for embodied agents to travel efficiently
in complex 3D environments [66]. Among different kinds of visual navigation
tasks, Zero-shot Object Navigation (ZSON) is a promising task and paves the
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(a) Training Success Rate on ImageNav
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(b) Evaluation on Downstream Tasks
SD Agent
ZSON Agent
PSL Agent (Ours)

0.70 0.75 0.80 0.85 0.90
Similarity btw. Last Obs. and Goal

0

1

2

3

4

5

Fr
eq

ue
nc

y 
(%

)

(c) Semantic Analysis on InstanceNav
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Fig. 1: Pilot studies on four navigation agents: Semantic-Non-dominant (SN) agent,
Semantic-Dominant (SD) agent, ZSON [38] agent, and our PSL agent. (a) The agent
trained on ImageNav task does not necessarily need to learn the semantic information
to obtain a high success rate. (b)-(c) Our PSL agent achieves both strong semantic
perception and navigation capacity.4

way for developing a general embodied agent [2,12,13,25,28,48,50,55,61], since
it requires zero scene object annotations for training. However, the criteria of the
current ZSON task is to evaluate whether the agent can go to the object that
matches solely the given category, which remains a considerable gap from real-
life applications that require the identification of a specific object. Therefore, we
propose to extend ZSON to Zero-shot Instance Navigation (ZSIN) task in the
HM3D environment [43, 59], which requires the agent to go to a unique object
instance given detailed text descriptions. Both the ZSON and ZSIN tasks are very
challenging due to the zero-shot constraint, in which the category information
of goal objects is not feasible during training.

To achieve zero-shot visual navigation, pioneering works [1, 38] turn to pre-
trained vision-language models such as CLIP [42] for its zero-shot capability and
propose to train the agent on Image-goal Navigation (ImageNav) pretext task
that requires the agent to go to a randomly sampled goal image [66]. To be
specific, using the CLIP vision encoder to obtain a semantic goal from the goal
image for training, the ZSON agent [38] can be transferred to ObjectNav by
switching the semantic goal into the CLIP text embedding. Although the ZSON
agent demonstrates solid navigation capabilities, we argue that it lacks strong
semantic perception abilities.

4 The SN agent does not support InstanceNav task as it lacks a semantic goal encoder.
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To investigate how the agent architecture affects its semantic perception abil-
ity and navigation capacity, we conduct pilot studies on four different agent archi-
tectures and the results are presented in Fig. 1. We intriguingly find a Semantic-
Non-dominant (SN) agent, with Canny operator5 and learnable ResNet50 [16]
encoders to obtain observation and goal embeddings, is able to achieve a com-
petitive success rate on the ImageNav task as the ZSON agent (see Fig. 1 (a)).
In contrast, the Semantic-Dominant (SD) agent with two fixed CLIP vision
encoders gets the worst results. Therefore, we conclude that the ImageNav pre-
training task does not necessarily require the agent to perceive semantic informa-
tion. In this sense, the ZSON agent with only a learnable observation encoder
may possess inferior semantic perception ability, limiting the performance on
navigation tasks that heavily rely on finding semantic clues. Therefore, how to
effectively improve the semantic perception ability of the navigation agent in the
zero-shot setting remains an important but unresolved issue.

In this paper, we propose a Prioritized Semantic Learning (PSL) method
to improve the semantic perception and understanding ability of the naviga-
tion agent. Our PSL approach is comprised of three parts: a PSL agent ar-
chitecture, a prioritized semantic training strategy, and a semantic expansion
inference scheme. First, we equip the agent with an additional CLIP vision
encoder to encodes the semantics in the observation. Subsequently, a Semantic
Perception Module (SPM) is proposed to comprehend the semantic differences
between the observation and goal images. Second, we take advantage of the
entropy-minimization technique to select goal images with clear semantic su-
pervision. Moreover, we relax the reward function to focus more on semantic
correspondence rather than strict geometric matching Third, considering that
the proposed SPM learns to comprehend the semantic differences of image em-
beddings during training, we develop a semantic expansion inference scheme that
retrieves image embeddings using text queries. The retrieved image embeddings
expand the text embeddings with rich visual priors, facilitating more precise in-
dications. Without bells and whistles, the proposed PSL method achieves state-
of-the-art performance on both widely-evaluated ObjectNav and our extended
InstanceNav benchmarks. For example, in the ObjectNav task, PSL outper-
forms the ZSON baseline [38] and the ESC method [64] that uses large-language
models by 16.9% and 3.2% success rate, respectively. Furthermore, we verify
the proposed PSL agent has a stronger semantic perception ability by visualiz-
ing the semantic similarities between the agent’s last observation and the goal
images in Fig. 1 (c). Our main contributions are summarized as follows:

– We investigate the semantic perception ability of different navigation agent
architectures and reveal that the commonly-used ImageNav pre-training task
does not necessarily require the agent to learn semantic information.

– We propose a prioritized semantic learning method that includes a strong
agent architecture, a novel training strategy and an effective inference scheme
to improve the agents’ semantic perception ability in zero-shot object/instance
navigation tasks.

5 We consider that the Canny operator has undermined the semantics in the image.
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� Extensive experiments and su�cient ablation studies on both ObjectNav
and InstanceNav benchmarks demonstrate the superior performance of the
proposed PSL method over the state-of-the-art.

2 Related Work

2.1 Visual Navigation

Visual navigation is a fundamental and crucial task for robots to perform various
embodied tasks [4, 26, 27, 47, 53]. In visual navigation tasks, the agent receives
a geometry [45, 54] or semantic [5, 66] goal and an RGB observation from the
camera attached to the agent, and then makes e�orts to navigate to this goal
according to the observation in each time step. These tasks can be divided into
di�erent categories, including point-goal navigation [45,54], object-goal naviga-
tion [6,38,44,57,58,64], image-goal navigation [1,10,15,18,24,40,56�58,66], and
vision-language navigation [3,8,20,22,23],etc. Taking image-goal navigation [56]
as an example, the agent needs to explore the environment, locate the target ob-
ject speci�ed by the image, and navigate to its proximity. A common trail for
these visual navigation tasks is to train the agent in the simulator [45,49] with
photo-realistic environments [7,43,59] and physical engine, and provide the agent
with the goal indication as well as its corresponding trajectory annotation. Since
labeling objects in the 3D scenes is labor expensive, recent works [1,6,38,64] have
explored how to design an object-goal navigation agent without human annota-
tions. These methods are easy to scale up [38] and show potential to solve the
open set challenge [37] in locating objects. In this work, we focus on a more
challenging task of visual navigation, zero-shot instance navigation, in which the
agent is required to navigate to an object speci�ed by detailed descriptions, for
example, an instance image [21] or text.

2.2 Vision-Language Model

Vision-language models (VLM) provide mutual understanding for both vision
and language modalities [51] and thereby naturally serve as a fundamental
bedrock for vision navigation. To build a visual navigation agent, two lines
of work are widely employed, namely, representation-based and module-based
methods. Representation-based methods [17, 30, 42] aim to co-embed the im-
age and text into a common semantic space. CLIP [42] and ALIGN [17] apply
contrastive loss to train the image and text encoders on large-scale pair-wise
image text datasets. ALBEF [30] further proposes to leverage a momentum dis-
tillation mechanism that alleviates the weak correlation between noisy image
text pairs to improve multimodal semantic learning. As for the module-based
methods [14, 29, 31, 34, 35, 63], they aim to learn a strong multimodal reasoner
to simultaneously comprehend vision-language modalities and produce text re-
sponses, which are commonly used as the navigation controller [6, 64]. Early
works such as VisualBERT [31] apply mask language loss on both image patches
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and word embeddings to pre-train a multimodal reasoning model. To incorporate
the strong reasoning ability of large language models, recent works like BLIP-
2 [29], LLaMA-Adapter [14, 63] and LLaVA [34, 35] perform visual instruction
tuning on pretrained large language models. However, using these module-based
vision language models is compute-intensive, making them unsuitable for real-
life robotic scenarios that require nearly real-time response. In this paper, we
construct the navigation agent using the representation-based VLM and aim to
improve the semantic perception ability of the agent.

3 Motivation of Prioritized Semantic Learning

ImageNavis an important pre-training task to achieve Zero-Shot Instance Navi-
gation (ZSIN) as it provides supervision signals to navigate in 3D environments
with visual observation and a semantic indication [38]. However, we argue that
the ImageNavtask can be solved without semantic clues, resulting in a sub-
optimal pre-training objective. To verify this, we conduct a preliminary exper-
iment on the HM3D ImageNavdataset that is used to train a zero-shot object
navigation agent in previous literature [38]. We set up four di�erent agents,
namely the Layout-Only (LO) agent, Semantic-Only (SO) agent, ZSON agent,
and our PSL agent. Among them, the Semantic-Only agent is equipped with
two frozen CLIP ResNet-50 encoders to obtain semantic-level observations and
goals. The Layout-Only agent is adopted with two trainable ResNet-50 encoders
and we remove the semantic information in both observation and goal images
by using a Sobel operator to calculate gradient images, which leave only layout
information like contours and edges (see Fig. 1 for more details). Results in Fig. 1
(a) show that the agent does not necessarily need to learn semantic information
to arrive at an image goal, merely relying on the layout information to perform
view matching can obtain a high success rate.

4 Prioritized Semantic Learning

4.1 Preliminaries

We follow ZSON [38] to adopt image-goal navigation pre-training and perform
the zero-shot evaluation on downstream tasks. During pre-training, the image-
goal navigation (ImageNav) objective provides supervision signals to update the
agent. Speci�cally, for each episode with a randomly sampled start point and
goal point, the agent is asked to navigate to the goal destination according to
a goal image. Empowered by the cross-modal alignment ability of Vision-and-
Language models (i.e., CLIP [42]), we can evaluate the trained agent on the
object-goal navigation (ObjectNav) dataset by replacing the image embeddings
with text embeddings.
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Fig. 2: Overview of our PSL. 1) During ImageNavpre-training, we provide clear
semantic supervision signals with the Prioritized Semantic Training strategy. 2) Our
PSL agent exploits the Semantic Perception Module (SPM) to achieve both strong
semantic understanding and navigation capacity. 3) During inference, a Semantic Ex-
pansion Inference scheme is incorporated to ensure the same semantic granularity of
the goal-embedding between training and testing.

4.2 Prioritized Semantic Learning Agent Architecture

We propose a Prioritized Semantic Learning (PSL) agent that emphasizes the
reasoning of the semantics di�erences in the goal and observation. The key com-
ponents of PSL agent include observation and goal encoders, a semantic percep-
tion module module and a recurrent policy network.

Observation and Goal Encoders. Following the ZSON baseline, given the
observation image I O and the goal imageI G , we apply a learnable ResNet50
encoder and a �xed CLIP encoder to obtain the observation embeddingzO and
the goal embeddingzG , respectively. Since with only a trainable ResNet50 as the
observation encoder may not e�ectively learn the semantic information, we addi-
tionally leverage a frozen CLIP encoder to extract semantic-level observationzS.
Note that the ResNet50 are initialized from the one pre-trained by OVRL [58].

Semantic Perception Module. We then introduce the semantic perception
module, an MLP layer that encodes the semantic correspondence betweenzG and
zS into a low-dimension feature. Speci�cally, it takes both zG 2 RC1 and zS 2
RC1 as input and produce semantic perception embeddingzSP 2 RC2 , where
C2 < 2 � C1. The semantic perception module reduces the feature dimension,
serving as a bottleneck to condense the critical semantic correspondence in both
the goal image and observation image.
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