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Abstract. Neural networks trained end-to-end give state-of-the-art performance
for image denoising. However, when applied to an image outside of the training
distribution, the performance often degrades significantly. In this work, we pro-
pose a test-time training (TTT) method based on masked image modeling (MIM)
to improve denoising performance for out-of-distribution images. The method,
termed TTT-MIM, consists of a training stage and a test time adaptation stage.
At training, we minimize a standard supervised loss and a self-supervised loss
aimed at reconstructing masked image patches. At test-time, we minimize a self-
supervised loss to fine-tune the network to adapt to a single noisy image. Experi-
ments show that our method can improve performance under natural distribution
shifts, in particular it adapts well to real-world camera and microscope noise.
A competitor to our method of training and finetuning is to use a zero-shot de-
noiser that does not rely on training data. However, compared to state-of-the-art
zero-shot denoisers, our method shows superior performance, and is much faster,
suggesting that training and finetuning on the test instance is a more efficient ap-
proach to image denoising than zero-shot methods in setups where little to no data
is available. Our GitHub page is: https://github.com/MLI-1ab/TTT_Denoising.
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1 Introduction

The goal of image denoising is to estimate a clean image based on a noisy observation.
Convolutional neural networks (such as UNet [26], DnCNN [41], and NAFNet [6]) as
well as architectures incorporating attention mechanisms (such as the Restormer [38]
and Swin-UNet [5]) trained end-to-end to map a noisy image to a clean image give state-
of-the-art performance and significantly outperform classical methods, in particular if
the noise is non-Gaussian [4].

However, in practice, the test data a neural network is applied to often comes from
a slightly different distribution than the training data. For image reconstruction tasks,
such as accelerated magnetic resonance imaging, this is known to induce a significant
performance drop [9]. In image denoising, different image domains, noise levels, and
noise types can all be regarded as distribution shifts. A particularly interesting distribu-
tion shift in image denoising is training on synthetic noise and testing on natural noise,
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since it is easy to generate training data with synthetic noise. Methods trained on ar-
tificial noise such as Gaussian or Poisson noise suffer from a performance drop when
applied to natural noise. This is due to the fact that synthetic noise is insufficient for
simulating real camera noise, which is signal-dependent and substantially altered by
the camera’s imaging system [39].

In this paper, we propose a method for improving the performance of neural network-
based denoisers under distribution shifts by adapting the model’s parameters to a given
instance at test time. Existing test-time adaption methods such as Gaintuning [22] and
Lidia [31] assume knowledge of the noise statistics (distribution and variance) of the
test image from the new distribution. However, such methods are not applicable to nat-
ural noise, since unlike synthetic noise, natural noise can not be accurately estimated
with a noise model. Our method does not require a noise model, and is therefore suitable
for adapting a network trained on artificial noise to work well on natural noise.

More recent works, such as SS-TTA [12] and Meta-transfer Learning [ 13] train sep-
arate models for real and synthetic noise, i.e., a network is trained on synthetic noise
and adapted to synthetic noise of different distribution or level, and a separate network
is trained and adapted to natural noise. This means that the severe distribution shift
of training on synthetic noise and adapting to camera noise is not considered. There-
fore, there is no unified model to denoise a test image of unknown noise distribution.
Moreover, [12] utilizes additive Gaussian noise during test time, which results in poor
performance for natural camera noise. Unlike prior work, we provide a single unified
model that can be adapted to a single noisy image of unknown degradation with no
assumptions on the noise distribution in under a second.

Our method is motivated by the test-time-training framework proposed for image
classification by Sun et al. [28]. Our pipeline is illustrated in Figure 1. We train a neu-
ral network with two heads on two tasks; the main head is trained with a supervised
denoising loss, and the auxiliary head is trained with a self-supervised loss, which is
reconstructing a masked version of the original noisy image. It was proposed by He et
al [14] (masked auto-encoder) and Xie et al. [36] (SimMIM) for computer vision tasks,
and is originally inspired by masked language modeling in natural language process-
ing. Training networks to reconstruct masked patches has exhibited immense success
in extracting meaningful representations.

In Sun et al.’s TTT method for classification [28], only the model and the auxiliary
head are adapted at test time by finetuning on a self-supervised loss, while the main
head is kept constant, since a label is required for the supervised loss the main head
is trained with. However, in our method, we also adapt the main head during test time
with an additional self-supervised loss, which we show to be critical for performance.
We propose a pseudo-denoising (PD) loss for adapting the main head, which uses the
reconstructed image from the auxiliary head as the pseudo-clean reference image.

Our method successfully adapts a model trained on ImageNet images corrupted with
artificial Gaussian noise to perform well on real-world camera (SIDD [1], DND [24],
PolyU [37]) and microscope (FMDD [42]) noise based on a single test image. This is of
practical significance since natural noise datasets are not available for some denoising
tasks.
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Fig. 1: Overview of our pipeline. The model we utilized is the UNet [26]. We firstuse a 1 x 1 conv
layer to map the image I € R¥*WXC to an embedding with more channels E € R#*WxD,
After that, masking E yields a masked embedding E’. The volumes E and E’ are input to the
model, and the model yields the feature maps Z and Z' € RT*W*P_ Finally, we use two
different heads to generate the noise residual O and reconstructed image O’, respectively. The
denoised image D is obtained as I — O. During training, the reference image in the main branch
is the ground truth, but at test time adaptation, the reference image is the pseudo clean image O’.

We show that our method outperforms the state-of-the-art zero shot denoising algo-
rithm Self2Self (S2S) [25], and is five orders of magnitude faster. Zero shot methods
are a competing approach for a setup with little or no training data, but suffer from long
inference times, as a separate network is trained for each test image. Our comparison to
zero shot methods suggests that it is better (in terms of performance and speed) to train
on a dataset and then adapt to the given out-of-distribution test instance, as opposed to
performing zero shot denoising.

Our method still works on other distribution shifts such as different domains. Specif-
ically, we adapt the model trained on ImageNet to work well on medical images, such
as CT [27] and MRI [40]. We also consider the distribution shift of varying noise types
by adapting the model trained on Gaussian noise to Poisson and Salt & Pepper noise.

To summarize, our main contribution is that we enable denoising of a single out-of-
domain image without any knowledge of the noise distribution or level in a very short
time. We achieve this by adapting a single model trained on synthetic noise to the input
noisy image. Our method requires only a few iterations and takes less than a second to
denoise. Since we adapt to a single image, our method can be regarded as a fast zero-
shot denoiser. Learning based zero-shot methods usually take long since they train a
separate network from scratch for each given image. Our work shows that adapting a
single pretrained network at test time can achieve equal or better performance, while
significantly reducing the time.

2 Related Works

2.1 Image Denoising

Image denoising is a sub-task of image restoration, which aims to restore a degraded im-
age. Traditionally image restoration algorithms and denoising algorithms are not based
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on learning. Today, neural networks trained end-to-end give state-of-the art image qual-
ity. The network architecture used for denoising is critical for performance. Most exist-
ing works can be categorized into three architectures CNN-based [26,4 1], Transformer-
based [5,19,33,38], and MLP-based [21,29] models.

2.2 Self-Supervised Image Denoising

Since the acquisition of clean images is expensive, and in some domains such as medical
imaging or astronomy is not even possible, a variety of self-supervised training methods
have been proposed for training image denoisers with only noisy images. Noise2Noise
[18] enables denoising without clean images, but only using pairs of two noisy images
of the same scene. Neighbour2Neighbour [16] extends Noise2Noise to allow denoising
using single noisy images. Noise2Self [3] masks pixels and trains a model to predict
each masked pixel by its neighboring pixels. Self2Self [25] follows Noise2Self but in
a zero shot setup, where a separate network is trained from scratch for each test noisy
image.

2.3 Masked Image Modeling

Masked image modeling aims to learn representations from images by training a net-
work to predict masked patches. Context encoder [23] was the first work in this direc-
tion to inpaint large missing rectangle regions using convolutional networks. With the
success of vision Transformers, iGPT [7], ViT [11] and BEiT [2] showed the poten-
tial of masked image modeling on Transformer-based models by introducing special
designs on some components. In contrary to these complex designs, MAE [14] and
SimMIM [36] directly predict the masked patches. MAE only feeds the embeddings
of unmasked patches into the encoder, and predicts the masked patches using a light
decoder. SimMIM feeds all embeddings (masked + unmasked) into the encoder.

2.4 Test-Time Training

Test-time training (TTT), also called test-time adaptation, adapts trained machine learn-
ing models based on new test samples, with the goal of improving the distribution shift
performance. TTT for classification tasks [17, 28], has exhibited the ability to adapt a
trained classifier to new test domains in an unsupervised manner, i.e., with no labels
from the new test set. For instance, TENT [32] minimizes the entropy of the output and
only updates the batch-norm statistics and affine parameters.

TTT approaches for denoising include GainTuning [22] and Lidia [31]. Lidia re-
quires a noise model and is therefore tested only on Gaussian noise. Gaintuning also
requires a noise model, but is tested on real microscope noise that can be approximated
with a Gaussian-Poisson model, but can’t be tested on camera noise of unknown noise
model. Other works like SS-TTA [12] and Meta-transfer Learning [13] do not con-
sider severe distribution shifts, i.e., training and testing sets are not very different. This
results in several models, where each model is used for a certain type of noise distribu-
tion. While this may work well, it requires prior knowledge of the test images to pick
the corresponding model.
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Fig. 2: Visualizing the effect of the distribution shift, where a model trained on one distribution
is tested on an image from another distribution.

Contrary to previous work, we provide a single model that can be adapted to any test
image from an unknown distribution. The main challenge of our work is to formulate
an appropriate self-supervised objective function that does not rely on ground truths or
prior assumptions on the test set, such that the parameters can be tuned at test time with
no knowledge of the new distribution.

3 Problem Statement

We propose a method to improve the denoising performance under distribution shifts.
Distribution shifts refer to a mismatch between the training and test set. For example, let
distribution P be images from Imagenet corrupted with Gaussian noise, and distribution
Q images from the SIDD [1], which is a dataset of real-world camera noisy images.
If we train a model on images from Q, and test it on a different image from Q, we
get 38.00 dB. However, if we train on P and test on Q, we get 28.65 dB. This drop in
performance is known as the gap induced due to a distribution shift. See figure 2 for a
visualization. Our aim is to close this gap by adapting the model trained on P to the test
image from Q.

4 Method

Our method consists of a training phase during which the model is trained on pairs
of noisy images and their corresponding ground truth data, and a test time adaptation
phase, where the model is adapted to a noisy image to produce a clean image.

As seen in Figure 1, the model has two branches. During training, the main branch
is trained with a standard denoising supervised loss, and the auxiliary branch is trained
with a self-supervised reconstructing loss.

At test time, the auxiliary branch is adapted with the same self-supervised loss as in
training, and the main branch is adapted with a pseudo denoising self-supervised loss,
which uses the output of the auxiliary head as a label. The elements of our method are
described in the following sections.
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4.1 Model and Mask

We use the encoder-decoder-convolutional-based UNet [26] as the backbone model,
whose exact architecture can be found in the supplementary material. The trainable
parameters of the model are denoted by 6.

Following [35], who utilized masked image modeling for pretraining vision down-
stream tasks, we first use a 1 x 1 convolutional layer to project the noisy image I €
RH*WXC (o an image with more channels, which yields the embedding E € RE*WxD,
We then randomly mask E and obtain a masked embedding E’. The random masking
is implemented patch-wise, i.e., the mask patch size determines the size of each square
masked patch, and the mask ratio determines the fraction of the masked-off area. For-
mally, the process of masking is defined as:

E=(1-MOoOE+Mot, (1)

where 1 is a matrix full of 1s, and M is a binary patch-wise mask matrix, with the
same size as E. The mask ratio is 0.6 and the mask patch size is 7 here. The vector ¢ is
a learnable token vector of length D, that is expanded to H x W x D when computing
its dot product with M. The expansion occurs by repeating ¢ H x W times. The dot
product of M with ¢ is equivalent to multiplying each channel of M with a learnable
scalar. After that, E and E’ are fed into the model, respectively. The model outputs
the feature maps Z and Z’ € RE>*W XD A main and an auxiliary head, parameterized
by 1) and ¢ respectively, generate the noise residual O and reconstructed image O’,
respectively. The denoised image D is the difference between the noisy image I and
the noise residual O, i.e., D = I — O. Both heads are identical and are a stack of
convolutional layers followed by leaky ReLLU and group normalization layers. Their
exact architecture is in the supplementary material.

4.2 Joint Training

The goal of the main branch is to denoise the image, therefore it is trained with a su-
pervised denoising loss L,,, that utilizes the ground truth image Y. We use the residual
loss [41], where the model learns to fit the noise. £,, is defined as:

L0 (0,) = 5100, — (1= V)]l @
where H, W and C are the height, width and number of channels of the image,
respectively.

As for the auxiliary branch, its goal is to learn meaningful features in a self-supervised
manner, such that it can be adapted at test time without a ground truth. The original TTT
for classification paper [28] used rotation prediction as a self supervised loss. How-
ever, the recent advancements in representation learning have shown that reconstructing
masked patches [14] achieves SOTA performance for extracting useful representations.
We therefore utilize the masked image modeling loss [36], which aims to reconstruct the
noisy image from its masked version, while calculating the loss only over the masked
pixels. The auxiliary loss Lgg, is:
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Fig. 3: Visualization of the test time adaptation process. The scores denote the PSNR values w.r.t.
the clean image. Noisy and masked images are the inputs to the main and auxiliary branches
respectively. Dy, is the denoised image obtained by Dy = I — Og. Oy, and O’y are the outputs
of the main and auxiliary heads respectively at each gradient update iteration of the Lr77 loss.
Iteration O represents the initial outputs of the heads before any adaptation.

1
ESSL(07¢):M||M®( 0,6 — Dll1, (3)

where M is the sum of the mask matrix M. It should be noted that M is randomly
generated at each iteration.

Finally, we formulate the joint loss L;o;n¢ consisting of the supervised loss L,
computed over the main branch, and the self-supervised loss Lggy, over the auxiliary
branch:

Lot (0,26,0) = £ (£,0(0,%) + L51(6,8)). @

4.3 Test-Time Adaptation

At test-time, we adapt the trained weights to the test image. We adapt the auxiliary
branch by minimizing the self-supervised loss from eq. (3). However, the main branch
can not be adapted with the supervised loss from training, since it requires ground
truths. The original TTT for classification paper [28] kept the main head constant at test
time. We also adapt the main head at test-time, which we show in the ablation studies
to be crucial for performance.

We propose to use the output of the auxiliary head as a label for adapting the main
head. We call the loss to tune the main head the Pseudo Denoising (PD) loss, as the
auxiliary head’s output can be thought of as a pseudo label. Pseudo labelling is widely
used in classification [15], but to our knowledge has not been utilized in image recovery.
The PD loss is:

Lrp(0,) = 37IM©[Oa — (1 O] ®

The Lpp loss is similar to the £, loss in eq. (2) used during training. The main
difference is that the ground truth Y is replaced by the reconstructed image O’, and
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the loss is calculated only over the masked pixels. Since both O and O’ are outputs of
the same model, minimizing £ pp will lead to mode collapse, which is a trivial solution
being the minimizer of the loss function. Following SimSiam [8], we apply stop gradient
on O’, which treats O’ as fixed and not differentiable.

Finally, the test-time adaptation loss Lppp combines the losses on the main and
auxiliary branches together, and can be written as:

ETTT(O’ "/’a d)) = ‘cSSL(Ga ¢) + O“CPD (0$ 1/")7 (6)

where « is a scaling factor set to 0.01.

Figure 3 visualizes the adaptation process at test time. The noisy image and its
masked version are fed into the main and auxiliary branches to output the noise resid-
ual Oy and reconstructed image Of, respectively. The subscript denotes the iteration
number. Iteration 0 is the heads’ outputs before adaptation. Then each iteration denotes
a gradient update step of the L7 loss.

Minimizing Lp77 during test time till convergence leads to overfitting on the self-
supervised losses and dramatically changes the model’s initially trained parameters. We
therefore early stop at 8 iterations. This value was chosen based on a small validation
set from ImageNet and then fixed for all other datasets and tasks. Different datasets and
noise types have different optimal early stopping iterations, which can be determined
by cross validation if a few labels from the dataset are available. However, we assume
no prior availability or knowledge of the test set, and therefore fix the early stopping
iteration at 8 for all datasets and tasks. A detailed discussion on the optimal iteration
number is in section 6.

Using the auxiliary head’s output as a label might seem counter intuitive, since,
as seen in the second row of figure 3, the reconstructed images are noisy. However,
using noisy labels together with early stopping is common in image recovery. It was
shown by Ulyanov et al. in Deep Image Prior (DIP) [30], that a network trained with
early stopping to map random noise to a noisy image, will denoise the image, since the
network has an inductive bias towards natural images, and can fit the image before the
noise.

Our approach differs from DIP in that we utilize better input and labels. DIP takes
random noise as input, and the noisy image as label, whereas our input is the noisy
image, and our label is the auxiliary head’s output O’. Moreover, our label is dynamic,
in that it gets updated with every iteration, as the model is adapted to the test image.
Since the noisy image (our input) is a better estimate of the clean image compared to
random noise (DIP’s input), and O’ (our label) is adapted to become less noisy than
the noisy image (DIP’s label), our method requires only 8 gradient descent iterations to
denoise an image, while DIP requires thousands of iterations. Furthermore, our method
significantly outperforms DIP as shown in the next section.

It is natural to question our choice of the PD loss for adapting the main branch,
and consider using another self-supervised loss, such as Lggy,, which is used for the
auxiliary branch. Reconstructing masked patches causes loss of details and a blur in
the reconstructed patches as seen in the second row of figure 3. An alternative is the
blind spot networks, which mask the image pixel wise instead of patch wise, and have
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Natural Noise Gaussian 0.005 ImageNet
SIDD DND PolyU FMDD| CT fastMRI|G0.01 G0.02 S&P Poisson
input noisy 25.49 29.98 36.69 39.10 |36.86 23.54 |20.41 17.57 18.00 27.76 |27.27
trainon P, teston Q | 28.98 35.08 38.06 43.71 |43.73 27.87 [28.03 23.00 23.46 32.66 |32.17
finetune on Q, teston Q | 37.78 38.77 39.35 45.14 |51.45 32.60 |30.39 30.75 32.46 34.89 |37.75
TTT-MIM (ours) 33.58 36.91 38.33 44.70 |46.05 29.87 [29.65 27.35 25.86 3291 |34.26

Method Avg.

Self2Self [25] 3043 - 3770 39.19 |42.82 31.99 |29.61 27.20 26.07 33.21 |33.14
DIP [30] 30.81 - 37.14 4325|4635 31.32 |25.81 23.67 23.35 27.54 |32.14
ZS-N2N [20] 3042 - 3691 43.45 |46.65 32.19 |28.90 26.51 24.30 29.40 |33.19

gap closed by TTT-MIM|52.3% 49.6% 34.8% 69.2% |30.0% 42.3% |68.6% 56.1% 26.7% 11.2% |43.5%
Table 1: Results for adapting to a single image in terms of PSNR. Best results are highlighted
in bold. DND results for the zero-shot methods are omitted due to the high computational cost.
For consistency, average results in last column do not include DND. G0.01 and G0.02 denote
Gaussian noise with variance 0.01 and 0.02 respectively. S&P denotes Salt & Pepper noise.

achieved impressive self-supervised denoising performance. In the ablation studies we
show that our loss outperforms the standard blind spot loss Noise2Self [3].

S Experiments

We first train the model with joint training on 38400 ImageNet [10] images corrupted
with Gaussian noise with constant variance 0.005 (pixel range 0-1). We then validate the
ability of our test-time-training method to adapt to three different classes of distribution
shifts.

— The first and perhaps most interesting class of distribution shifts is natural camera
and microscope noise. Specifically we test on the SIDD [1], DND [24], and PolyU
[37] real world camera noise datasets and the FMDD [42] natural microscope noise
dataset.

— The second class of distribution shifts is images from a different domain corrupted
with the same Gaussian noise (0.005 variance) the model has been trained on.
Specifically, we evaluate on CT images from a CT challenge [27] and MRI im-
ages from fastMRI [40].

— The third class of distribution shifts is varying noise types and levels applied to
the same dataset (ImageNet) the model has been trained on. For this third class of
distribution shifts, we consider Gaussian noise with variance 0.01 and 0.02, Salt &
Pepper noise, and finally Poisson noise. More details on the datasets can be found
in the supplementary material.

We refer to the training set as distribution P (which is ImageNet corrupted with
Gaussian noise of variance 0.005 throughout), and to the test set as distribution Q. We
apply our test time adaptation method (referred to as TTT-MIM) to the model trained
on P before testing it on Q.

To put our results in context, we consider the following methods for comparison:

— Train on P, test on Q: The model jointly trained on the training distribution P is
directly evaluated on the test distribution Q without any adaptation. This gives an
idea on the severity of the distribution shift.
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Noisy train on P Ground Noisy train on P Ground
Image test on Q TTT-MIM Truth Image test on Q TTTMIM Truth
/B 4 &
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29 93 dB 4.42 dB 5.55dB Clean 18.44 dB 20.31 dB 29.30 dB Clean
47.22 dB 49.10 dB 50.22 dB Clean 36.50 dB 36.86 dB 38.38 dB Clean
33.13dB 40.47 dB 42.21dB Clean 36.66 dB 42.64 dB 43.37dB Clean

Fig. 4: Natural noise. Datasets from top to bottom are: SIDD, PolyU, and FMDD.

— finetune on Q, test on Q: This is a baseline method that is trained on P and then
supervisedly finetuned on Q. This baseline indicates the performance the method
can obtain when clean data from Q is available. However, this performance is im-
possible to reach in practice since we do not have access to ground truths from

Q.

Regarding the baseline finetune on Q, test on Q, we also trained on Q instead of
training on P and finetuning on Q. If abundant noisy-clean image pairs from Q are avail-
able, then training on Q results in better performance than training on P and finetuning
on Q. However, for some datasets we considered, only few data from Q is available, and
for those datasets training on P then finetuning on Q performed better. For consistency,
we therefore only report the results of finetune on Q, test on Q throughout.

As additional baselines, we compare to Self2Self (S2S) [25], which is a state-of-
the-art zero-shot single-image denoising method. We also compare to DIP [30], which
motivated our loss function at test time. We finally compare to the recent zero-shot
denoiser ZS-N2N [20], which achieves good performance at impressive speed. Similar
to our method, S2S, DIP, and ZS-N2N are all blind denoisers that do not require the
noise distribution or level. We do not compare to existing test time adaption methods
since they are not applicable to natural noise [22,31], or have no available code online
[12,13].

5.1 Adaptation performance to single images

We show the results for adapting to a single image in table 1. We also display sample
images in figures 4 and 5 to show the performance of our method visually.

Since the compute needed for the zero shot methods is expensive (as we show in sec-
tion 5.3), the results reported in table 1 are based on only 10 images randomly sampled
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oisy train on P TTTMIM Ground oisy train on P TTT-MIM Ground

Image test on Q Truth Image teston Q Truth

36.83 dB 43.45dB 45.07 dB Clean 36.88 dB 43.93 dB 52.32dB Clean

23.15dB 27.56 dB 28.14 dB Clean 36.12dB 39.25dB 42.96 dB Clean

17.14 dB 22.62 dB 28.08 dB Clean 17.45 dB 26.17 dB 31.33dB Clean

Fig. 5: Artificial Gaussian noise. Datasets from top to bottom are : CT, MRI, and ImageNet.

from each test set for each distribution shift. The model is adapted to each single image
independently, and then reinitialized to the initially trained weights before adapting to
the next image.

The DND consists only of a test set of thousand noisy images of size 512 x 512
with no corresponding clean images, and no training set. The evaluation on DND can
only be obtained by uploading the denoised images to the DND website and retrieving
the scores from there. The DND evaluation website requires to submit the entire test set
for evaluation. Therefore, the DND results are based on the entire test set, and we were
unable to retrieve results for S2S, DIP, and ZS-N2N, since that would require thousands
of GPU hours.

We define the performance drop due to the distribution shift as the gap. More specif-
ically, the gap is the difference between the scores of train on P, test on Q and finetune
on Q, test on Q. We define the performance gain due to our method as the difference
between the scores of train on P, test on Q and TTT-MIM. The gap closed by TTT-
MIM denotes the performance gain due to our method relative to the gap.

It should be noted that since DND [24] consists only of noisy images, the baseline
finetune on Q, test on Q is not directly applicable to DND, as there is no ground truths
to finetune on. However, SIDD images are very similar to the DND ones. As a result,
we finetune on SIDD, then test on DND.

The results show that the test-time-training method significantly improves perfor-
mance on natural noise datasets, when adapting to images of other domains, and when
adapting to Gaussian noise with a different noise level. However, its performance gain
for artificial Salt & Pepper and Poisson noise is only minimal.

This is likely due to the real-world noise being slightly similar to the Gaussian noise
the model was initially trained on, while the Poisson and S&P noise are very different
and therefore the network fails to learn the new noise structure from one image only.
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Nevertheless, we show in the ablation studies in table 2 that with a batch of images,
our method still works for the different artificial noise types and exhibits even better
performance for the other distribution shifts.

5.2 Comparison to zero shot methods

We compare our method to the recent zero-shot methods ZS-N2N [20] and Self2Self
[25] (S2S), and to DIP [30]. Zero-shot methods overcome the distribution shift prob-
lem by not relying on any training data. Instead, they train a separate network from
scratch for each incoming test image, and therefore are time consuming. We compare
our method to S2S, DIP, and ZS-N2N to show the advantages of our approach over zero
shot methods.

Our method outperforms DIP, S2S, and ZS-N2N on all natural noise datasets and
also on the average of all tasks. Moreover, our experiments, show that S2S is hyperpa-
rameter sensitive, especially, to the learning rate. For dark images such as the FMDD or
CT images, S2S’s default learning rate causes trivial solutions (all-black images). This
requires careful hyperparameter tuning before running S28S.

The advantage of our method over zero-shot methods is not only in performance,
but also in the speed, as seen in the next section.

5.3 Computational cost

In addition to the improved performance, our method offers significant reduction in
computational cost compared to zero shot methods. Self2Self requires 150k iterations
until convergence, which takes 1.2 hours to denoise one 256 x 256 RGB image on GPU.
DIP is more efficient and needs around 3-5k iterations, which brings the denoising down
time to about 7 minutes for one image. ZS-N2N also requires 3k iterations, but since it
utilizes a lightweight network, it takes half a minute to denoise an image. Our proposed
scheme of adapting an already trained network to the test image instead of training a
new network from scratch provides substantial decrease in the denoising time. Since we
only execute 8 update iterations, our method requires less than a second to denoise an
image.

5.4 Ablation Studies

Next, we present some ablation studies. We perform the studies on a batch of images
instead of on single images, which means the model is adapted to a collection of images
as a whole. This is in contrast to the previous section, where the model is adapted to
each individual image in isolation, and then reset to its initially trained weights before
being adapted to the next image.

Adapting to a batch of images might be of practical importance, since a collection
of test images from the same domain might be available. Zero-shot methods do not
benefit from multiple test images, since they train a network from scratch for each
image independently. However, we show that our method exhibits performance gains
through batch-wise adaptation.

We consider the following ablated versions of our method:
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Natural Noise Gaussian 0.005 ImageNet

Method SIDD DND PolyU FMDD| CT fastMRI|G0.01 G0.02 S&P Poisson| Avg.
4000 1000 100 48 | 1000 398 12000

input noisy 29.98 29.98 35.79 39.72 |36.86 23.39 |20.43 17.62 17.92 27.78 |27.95

trainon P, teston Q |31.60 35.08 37.11 43.15 |43.63 27.60 |28.64 23.18 23.46 34.19 |32.76
finetune on Q, test on Q[ 42.31 38.77 39.19 45.54 |56.21 32.01 |32.01 30.10 35.64 36.58 |38.84

only GN 31.24 3491 37.10 43.24 |43.58 28.73 |31.16 28.60 26.33 33.97 |33.89
w/o main head 31.21 3291 36.69 43.87 |45.61 30.39 |31.76 28.75 27.39 34.97 |34.36
w/ N28S loss 36.52 30.97 37.00 45.51 |51.78 31.42 |31.13 29.44 27.35 34.64 |35.58
TTT-MIM 39.69 37.04 38.56 45.53 |51.81 31.20 |30.81 28.93 28.36 33.26 |36.52
NB2NB [16] 32.43 3091 31.68 32.15|33.08 30.55 |28.79 26.98 28.50 33.12 |30.82
gap closed 75.4% 53.1 % 69.6 % 99.8% |65.0% 86.6% |92.7% 90.4% 37.1% 32.7% |70.2%

Table 2: Ablation studies for adapting to a batch of images in terms of PSNR. The dataset size is
under each dataset. Best results are highlighted in bold. G0.01 and G0.02 denote Gaussian noise
with variance 0.01 and 0.02 respectively. S&P denotes Salt & Pepper noise. The gap closed is
calculated using the best version from the ablated versions. However, in most cases TTT-MIM,
which is our method’s default version, either performs best or falls slightly short of the best
performing version.

only GN: only update the affine parameters in the group normalization layers [34]
by minimizing Lggr,.

w/o main head: update the parameters of the whole model and auxiliary head with
Lss1, but keep the main head fixed.

w/ N2S loss: same as w/o main head, but also update the main head with the
Noise2Self [3] loss. The exact formulation of the N2S loss is in the supplemen-
tary material.

w/ PD loss (TTT-MIM): default version of our method. Same as w/o main head,
but also update the main head with Lpp.

We report the ablation results in table 2. The batch size, i.e., size of the test set is
indicated below each dataset.

From the results, we can observe that our method significantly improves the de-
noising performance on all distribution shifts. Our method works particularly well on
real world noise, and varying image domains, which are distribution shifts of practical
significance.

By inspecting the scores from the ablated versions of our method, we can see the
importance of the choices we made when designing our method. The original TTT
paper for classification [28] proposed to keep the main head fixed. By checking the
results for w/o main head in table 2, we see the necessity for adapting the main head
as well. Moreover, our proposed PD loss surpasses the standard N2S loss in almost all
distribution shifts. In very rare cases, the N28S loss is only marginally better.

For reference, we add an extra baseline; Neighour2Neighbour (NB2NB) [16], which
is a self-supervised blind denoising method that requires a dataset of noisy images, but
doesn’t require ground truth images. NB2NB works by decomposing a noisy image
into four downsampled noisy images and then training a network to map one of the
downsampled images to another one; an idea motivated by Noise2Noise [18].
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One requirement for Noise2Noise and in turn NB2NB to work well is a large train-
ing set. The original papers of both Noise2Noise and NB2NB trained on 50k images.
However, as seen in table 2, except for ImageNet, the test set sizes we use are much
smaller. Therefore in most cases, NB2NB’s performance is significantly worse than our
method. Only on the ImageNet experiments, were the test set is large (12k images),
NB2NB'’s performance approaches our method’s performance and surpasses it slightly
only on Salt & Pepper noise.

6 Limitations

In the adaptation phase, our approach executes eight iterations of gradient descent to
adapt the pretrained model to each specific test image. This number is fixed and used
across all datasets, which is suboptimal. The optimal number of iterations is a hyperpa-
rameter that differs slightly across different datasets. To assess the significance of em-
ploying the optimal iteration number, experiments were conducted in accordance with
the configuration detailed in Table 1, but using ground truth images to determine the
best performing iteration number for each dataset. This procedure yielded an average
improvement of 0.5 dB in the performance of our method. These findings highlight the
potential for further optimization of our approach through the development of a tech-
nique capable of determining the optimal iteration number in the absence of ground
truth images.

7 Conclusion

In this work, we propose TTT-MIM, a test-time training method based on masked im-
age modeling, to improve the performance of neural networks trained end-to-end for
denoising under distribution shifts. A unified model pretrained on Gaussian noise, is
adapted at test time to single test images from unknown distortion. Adaptation requires
only 8 gradient descent iterations, which takes less than a second on any GPU.

Our method enables a model trained on ImageNet corrupted with synthetic Gaus-
sian noise to work well on real-world camera and microscope noise, medical images,
and ImageNet images corrupted with other types of noise, such as Poisson and Salt
& Pepper. Our method’s good performance on natural noise and medical images is of
great practical significance, since it is relatively easy to build a training set with syn-
thetic noise, but typically expensive to construct a dataset with natural noise or medical
images.

Our results show that our approach outperforms zero-shot methods and is much
faster. A main take away of our work is that in the regime of low to no training data,
supervised pretraining and adapting to the incoming test sample is comparable to zero-
shot denoising in terms of image quality, but significantly superior considering the com-
putational cost.
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