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Abstract. The integration of miniaturized spectrometers into mobile
devices offers new avenues for image quality enhancement and facilitates
novel downstream tasks. However, the broader application of spectral
sensors in mobile photography is hindered by the inherent complexity
of spectral images and the constraints of spectral imaging capabilities.
To overcome these challenges, we propose a joint RGB-Spectral decom-
position model guided enhancement framework, which consists of two
steps: joint decomposition and prior-guided enhancement. Firstly, we
leverage the complementarity between RGB and Low-resolution Multi-
Spectral Images (Lr-MSI) to predict shading, reflectance, and material
semantic priors. Subsequently, these priors are seamlessly integrated into
the established HDRNet to promote dynamic range enhancement, color
mapping, and grid expert learning, respectively. Additionally, we con-
struct a high-quality Mobile-Spec dataset to support our research, and
our experiments validate the effectiveness of Lr-MSI in the tone en-
hancement task. This work aims to establish a solid foundation for ad-
vancing spectral vision in mobile photography. The code is available at
https://github.com/CalayZhou/JDM-HDRNet.

Keywords: Image enhancement · RGB-Spectral fusion · Spectral image
intrinsic decomposition · Spectral dataset and application

1 Introduction

Recent advancements in miniaturized spectrometers [29,37] have facilitated their
integration into mobile devices, thereby expanding the scope of possible appli-
cations such as medical diagnosis [15], food safety evaluation [10], anti-spoofing
face recognition [31] and color analysis [9]. Nevertheless, spectral sensors [2] in
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Fig. 1: The Lr-MSI is decomposed into the illumination L(λ), reflectance R(λ, x) and
shading S(x) terms. We then analyze their respective roles in the mobile ISP pipeline.

mobile photography are mainly employed for illuminant estimation in the Auto
White Balance (AWB) operation at present. The spectral information holds
potential to enhance the aesthetic appeal and perceptual quality of images. Ex-
ploring how to leverage additional spectral information to improve other image
enhancement operations in the mobile Image Signal Processing (ISP) pipeline is
an area requiring deeper investigation.

We attempt to make a deeper analysis of the role of Lr-MSI in mobile photog-
raphy by drawing insights from the spectral image intrinsic decomposition. As
illustrated in Fig. 1, the spectral image can be decomposed into its constituent
terms [5]: illumination curve L(λ), reflectance R(λ, x), and shading S(x). L(λ)
captures the spectral characteristics of the light source and has traditionally been
applied for illuminant estimation [8]. R(λ, x) embodies the albedo invariant color
and texture of the material. The reflectance of spectral images which possesses
fine-grained color channels shows promise for material segmentation and color
mapping tasks. S(x) represents interaction between the geometry of objects and
illumination, which may contribute to the local brightness adjustment of high
dynamic scenes. We contend that the potential of the reflectance R(λ, x) and
shading S(x) terms has not been thoroughly explored.

In this paper, we explore the application of low-resolution multi-spectral im-
ages in the tone enhancement task within the mobile ISP pipeline, especially
for outdoor High Dynamic Range (HDR) scenes. The objective of tone enhance-
ment is to adjust the brightness, contrast, and color characteristics of an image
to enhance details in both the highlights and shadows while preserving its nat-
ural appearance. The primary challenge is the heterogeneous information fusion
involving the integration of extra Lr-MSI with the original RGB workflow. This
challenge manifests in two aspects: Firstly, variations in imaging mechanisms
lead to the inherent complexity of spectral images, encompassing factors like
scene geometry, inter-reflections and intricate artificial illumination [5], making
it difficult to directly integrate spectral information into the mobile ISP work-
flow. Secondly, despite commercial spectral sensors offering over ten spectral
channels [2], their spatial resolution is often confined due to the constrained
spectral imaging capabilities on mobile devices. This limited spatial resolution
remains a problem for the application of Lr-MSI in tone enhancement.

To address the above challenges, we propose a joint RGB-Spectral decom-
position model guided image enhancement framework which consists of two



A Joint Decomposition Model Guided Image Enhancement 3

phases: joint decomposition and prior-guided enhancement. The effectiveness
of this framework relies on three assumptions: (1) The near-infrared band in
Lr-MSI can serve as an approximation of the shading term [7]. (2) Lr-MSI and
RGB images exhibit complementary characteristics in both spatial and spectral
resolutions. (3) The increased color channels in Lr-MSI contribute to material
segmentation. Firstly, to mitigate limited spectral imaging capabilities, the joint
decomposition phase leverages the complementarity between Lr-MSI and RGB
images to predict shading, reflectance, and material semantic priors. Secondly, to
overcome the inherent complexity of spectral images, the prior-guided enhance-
ment phase seamlessly integrates these priors into the established HDRNet [11]
to provide clear mechanistic guidance. Specifically, the shading component is
separated from original RGB images to enhance the adaptability in dealing with
localized brightness variations. Subsequently, the R(λ, x) of Lr-MSI is employed
to guide the prediction of bilateral grids via the spectral perception map, partic-
ularly within the reflectance domain. Harnessing the reflectance domain along-
side higher-dimensional spectral channels facilitates enhanced learning of color
relationships for tone mapping. Lastly, we introduce the mixture of semantic
grid experts to specifically adapt to the distinct color characteristics of individ-
ual material categories. The Joint DecoMposition framework guided HDRNet
(JDM-HDRNet) exhibits superior performance compared to previous enhance-
ment methods in terms of PSNR, SSIM [35] and a color difference metric.

The contributions of this paper are as follows: (1) The pioneering Mobile-Spec
dataset is meticulously constructed with high quality aligned RGB and hyper-
spectral images, which serves as a solid foundation for spectral applications.
(2) We propose a joint RGB-Spectral decomposition model guided enhancement
framework to address challenges of inherent complexity of spectral images and
limited spectral imaging capabilities. The Lr-MSI and RGB images are decom-
posed into shading, reflectance and material semantic priors, and these priors
are employed for promoting dynamic range enhancement, color mapping, and
semantic grid expert learning, respectively. (3) Experiments demonstrate the
effectiveness of introducing extra Lr-MSI in the tone enhancement task, which
provides valuable exploration for the industrial application of spectral sensors.

2 Related Work

2.1 Potential of Mobile Spectral Sensors

As the cost of miniaturized spectrometers [29,37] decreases and their availability
becomes more widespread, the integration of these spectral sensors with mobile
devices creates new opportunities. Studies have demonstrated the potential of hy-
perspectral imaging in medical applications [15,16,23,30] such as hemodynamics
monitoring [15] and skin analysis [16,30]. Moreover, smartphones equipped with
snapshot hyperspectral sensors can enhance anti-spoofing face recognition [31] by
preventing high-quality 3D mask attacks. Other applications include food safety
evaluation [10], color analysis [9], and water quality assessment [32]. Despite
these advancements, the use of spectral sensors in mobile photography remains
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limited. As RGB sensors lack inherent illumination adaptation abilities to main-
tain color constancy, in recent years, most high-end smartphones are equipped
with spectral sensors which aim to improve the accuracy of illuminant estima-
tion [8, 13, 33] in an uncontrolled environment. The spectral sensor has evolved
from its origins as an ambient light sensor to the refined capture of spectral sig-
natures, primarily employed in auto white balance because its spatial resolution
is often confined to a single pixel [2]. Our objective is to validate the applicability
of Lr-MSI to other enhancement tasks within the mobile ISP pipeline, particu-
larly under assumptions where the constraints of spectral imaging are mitigated
by dual-camera acquisition in the Mobile-Spec dataset.

2.2 Enhancement in the Mobile ISP Pipeline

A standard mobile ISP pipeline [19] comprises both the Bayer processing routine
and the subsequent photo-finishing routine. There are several enhancement pro-
cedures such as exposure correction [38], white-balance [12], contrast enhance-
ment [4], color manipulation [20], local and global tone-mapping [28]. In this
study, we aim to fully exploit the intrinsic decomposition components of spec-
tral images by integrating Lr-MSI into the tone enhancement. This task involves
adjusting the tonal range while preserving overall appearance and details, espe-
cially for HDR scenes. The commonly used method is the histogram equaliza-
tion [21] which globally improves the contrast of entire images. However, global
operations often fall short when dealing with scenes of high dynamic range. In
the deep learning era, color transform-based methods are often employed for real-
time processing of high-resolution images in a collaborative global-local manner.
According to the color transform functions, these methods can be classified into
affine transformation matrices [11, 34], multilayer perceptrons (MLPs) [14], 3D
LUTs [36,39,41], etc. The pioneering work is the HDRNet [11] which learns the
bilateral grid of coefficients at low resolution and performs transformations from
input to output at full resolution. 3D LUT [39] replaces the affine transformation
matrices with image-adaptive 3-dimensional lookup tables, enabling rapid and
robust photo enhancement. We choose the HDRNet as the baseline due to its
simple and flexible network design. The key challenge lies in the heterogeneous
information fusion involving the integration of extra Lr-MSI with the HDRNet.

2.3 Spectral Image Intrinsic Decomposition

To fuse the extra Lr-MSI into the original RGB workflow in HDRNet, we con-
sider the role of spectral information in mobile photography from the perspective
of Spectral Intrinsic Image Decomposition (SIID) [5]. The SIID problem aims
to separate a spectral image into more elaborate intrinsic properties, such as
the spectrum of the illumination, reflectance and shading components. This de-
composition is typically performed in the spectral domain, which allows much
more flexibility in the algorithm design and leads to a more accurate analysis.
Zheng et al. [42] model illumination and reflectance spectra separation of a hy-
perspectral image into a low-rank matrix factorization problem. Chen et al. [5]
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Fig. 2: (a) The Mobile-Spec dataset comprises RGB images (16-bit input and 8-bit
target), hyperspectral images and their corresponding shading, reflectance and mate-
rial segmentation images. Near-infrared images serve as the guide map to approximate
the shading term. (b) Spectral responses of different material categories. (c-d) Visual-
izations of RGB and hyperspectral data for different categories with t-SNE [27].

resolve a spectral image into independent intrinsic components: illumination,
shading, and reflectance, and develop an effective algorithm which first reduces
the spatial and spectral resolution with the super-pixel down-sampling, then the
SIID problem is optimized under local constant and global sparse constraint.
Huang et al. [17] extend the Retinex model to the multispectral domain based
on the subspace constraint, which assumes the reflectance and shading vectors
both live in a low dimensional subspace along the spectral domain. SIID is an
ill-posed and under-constrained problem and previous algorithms are developed
under the ideal lab environment, underscoring the challenges of tackling complex
outdoor scenes. Fortunately, Cheng et al. [7] find that near-infrared images can
function as reliable approximations of shading priors, and Zhang et al. [40] fur-
ther perform intrinsic decomposition for outdoor scenes using aligned RGB and
hyperspectral images. Based on this assumption, our joint decomposition model
can be trained in an end-to-end manner, which will be discussed in Section 4.1.

3 The Mobile-Spec Dataset

To the best of our knowledge, no existing image enhancement dataset includes
both aligned hyperspectral and RGB images. To bridge this data gap, we have
constructed the high-quality Mobile-Spec dataset, consisting of 200 image groups.
As shown in Fig. 2(a), each group represents an independent scene and includes
a 16-bit input image, an 8-bit target image, a hyperspectral image, and the
corresponding shading, reflectance, and material segmentation images.

Dual Camera System. To address the limited spectral imaging capabili-
ties of sensors on smartphones, the Mobile-Spec is captured using a dual camera
system: a high-end commercial smartphone and a Gaiasky-mini2 scanning hy-
perspectral camera [1]. The Gaiasky-mini2 covers a spectral range from 400 nm
to 1000 nm with 176 spectral channels. The 16-bit input images are fused from
multiple exposure frames, and the 8-bit target images are generated by a com-
mercial privacy model that integrates the aesthetics of multiple experts.
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Image Matching. The hyperspectral image size is 1057× 960× 176, while
the 16-bit input and 8-bit target RGB images are 4096×3072×3. To align RGB
images with a wide angle of view onto hyperspectral images, we employ an au-
tomatic alignment algorithm that computes SIFT descriptors [26] and estimates
homography transformation matrices. Consequently, both RGB and hyperspec-
tral images achieve a consistent spatial resolution of 1057× 960.

Influence of Light Sources. The Mobile-Spec dataset is captured exclu-
sively outdoors to avoid the impact of intricate indoor lighting. Solar radiation
spans a broad range of wavelengths, ranging from ultraviolet to visible light and
extending into the infrared region. It is reasonable to assume that near-infrared
images can approximate shading priors in outdoor settings [7].

Dataset Collection and Filtering. Our dataset spans multiple seasons
and includes five categories commonly observed in outdoor environments: sky,
building, plant, trunk, and road. Their respective spectral curves are illustrated
in Fig. 2(b). Mobile-Spec undergoes rigorous filtering to ensure high quality.
Firstly, samples are selected based on dynamic range, determined by an auto-
mated algorithm analyzing the difference between maximum and minimum pixel
intensities. Secondly, samples exhibiting significant alignment errors are filtered
out. Thirdly, samples with unsatisfactory visual quality are excluded, consider-
ing factors such as chromatic aberration, sharpness, noise, and artifacts. Lastly,
to augment dataset diversity, scenes with high similarity are eliminated.

Shading, Reflectance and Material Segmentation. To obtain targets of
S, R and M for the joint decomposition model, shading images are approximated
by averaging near-infrared bands from 850 nm to 1000 nm in hyperspectral im-
ages. Reflectance images can be derived based on the Retinex theory [3, 22].
Ground truths of material segmentation are meticulously labeled by human an-
notators. More details about the Mobile-Spec are provided in the appendix.

4 Proposed Method

4.1 Joint RGB-Spectral Decomposition Model

To integrate low-resolution spectral images into the RGB tone enhancement
workflow, we first analyze the differences between hyperspectral and RGB cam-
era imaging mechanisms. The imaging model for spectral cameras can be repre-
sented as follows based on [5, 18]:

Ik,x =

∫ 1000 nm

400 nm

Ck(λ)L(λ)S(x)R(λ, x)dλ, k = 1, 2, 3 . . . (1)

Ik,x represents the pixel intensities at position x of the k-th band, Ck (λ)
denotes the camera sensitivity function, L(λ) indicates the illumination curve of
the light source, S(x) refers to shading, and R(λ, x) is the reflectance of scenes.
L(λ) is usually utilized for illuminant estimation in the auto white balance pro-
cedure, while the role of the shading S(x) and reflectance R(λ, x) components
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Fig. 3: (a) The joint RGB-Spectral decomposition model leverages the complemen-
tarity between RGB images and Lr-MSIs to predict shading (S), reflectance (R) and
material category (M) priors. (b) The pixel intensity histogram. (c-d) The distribution
of Pearson correlation coefficient ρ in the original RGB space and reflectance space.

has been rarely explored. The core difference between the RGB and hyperspec-
tral cameras lies in Ck (λ), where hyperspectral images have fine-grained color
channels due to a higher spectral sampling rate. To simulate the limited spec-
tral imaging capability on smartphones, we downsample the hyperspectral image
(1057×960×176) to the Lr-MSI (16×16×10). This downsampling is conducted
to match the typical 10-channel configuration of commercial smartphone spectral
sensors. [2]. We maintain flexibility in setting the spatial resolution to a default
of 16 × 16, which will be discussed in Section 5.2. We posit that the effect of
Lr-MSI in the joint decomposition model can be observed in two aspects.

Approximate estimation of shading priors with the near-infrared
band. To obtain the shading term, traditional optimization-based methods de-
sign various hand-crafted priors to constrain the solution [5,17], which are often
inapplicable in complex outdoor scenes. Recently, near-infrared images have of-
fered a simple yet powerful approach for shading smoothness [7], as the spectral
curves of different colors gradually flatten out and texture variation is consid-
erably reduced in the near-infrared band (refer to the appendix). Given that
the Mobile-Spec dataset is exclusively captured outdoors to avoid the impact of
complex indoor light sources, and considering the wide spectrum of solar radia-
tion covering the infrared region, the shading term can be predicted through the
joint decomposition of Lr-MSI and RGB images, as they share the same S(x).

Enhancing material segmentation with the visible band. We em-
ploy t-SNE [27] to analyze the complex spectral patterns and relationships be-
tween different spectral bands. In Fig. 2(c), clusters representing different cat-
egories exhibit denser aggregation in the t-SNE visualization of hyperspectral
images compared to that of RGB images. This observation suggests that the
increased granularity of spectral channels provides enhanced discriminative ca-
pacity among various materials, and Lr-MSI may potentially contribute to the
material segmentation task.

In Fig. 3(a), we employ a joint RGB-Spectral decomposition model to lever-
age both near-infrared and visible bands in Lr-MSI for shading prediction and
material segmentation. Lr-MSI provides high spectral resolution but limited
spatial resolution, while the RGB image offers rich spatial information but
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lower spectral resolution. We transform the prediction of shading images from
the regression problem to the classification problem by dividing shading im-
ages into eight brightness levels. Consequently, shading prediction and material
segmentation can be decomposed in a collaborative manner. The joint RGB-
Spectral decomposition model incorporates two independent encoders and de-
coders, adapted from the basic segmentation model FCN [25]. Specifically, Lr-
MSI is resized to match the spatial resolution of the RGB image. The RGB
encoder Ergb and spectral encoder Espec are trained to project the 16-bit input
image Irgb and Lr-MSI Imsi to the same latent space for representation align-
ment: Frgb = Ergb(Irgb) and Fspec = Espec(Imsi). Frgb and Fspec are fused
together with the concatenation to share the common and complementary fea-
ture representations. Material segmentation M and shading S are independently
predicted with the decoder Dm and Ds based on the fused feature representation.
The joint RGB-Spectral decomposition model can be formulated as:

M,S = Dm,s(concat(Frgb,Fspec)) (2)

With the shading component S, the reflectance component Rrgb, Rmsi can
subsequently be obtained according to the Retinex theory [3, 22].

4.2 JDM-HDRNet

Based on the established HDRNet [11], the JDM-HDRNet comprehensively ex-
ploits the S, R and M priors to provide explicit guidance for tone enhancement.

S: Localized Brightness Adaptation. To adjust both highlight and shadow
areas during tone enhancement, the HDRNet’s bilateral grid depth is set to 8,
accommodating eight different luminance levels. However, this design may not
effectively handle various localized brightness variations in high dynamic range
scenes. We propose that separating the shading component would yield benefits
in such contexts. As shown in Fig. 3(b), the pixel histogram vectors between the
16-bit input and 8-bit target exhibits a Pearson correlation coefficient ρ of 0.66
in the original RGB space, which increases to 0.91 in the reflectance space. A
larger ρ indicates greater similarity in pixel histogram characteristics. Analyzing
the statistics of the ρ distribution in the Mobile-Spec dataset, we observe that
the reflectance space (Fig. 3(d)) has a greater proportion of samples with high
ρ than the RGB space (Fig. 3(c)). This finding indicates that separating the
shading component from the RGB space to the reflectance space may reduce
the difficulty of color mapping learning. In our implementation, the shading
component S is converted to the brightness representation Ŝ with a localized
brightness adaptation module, comprising two layers of convolution and decon-
volution. This lightweight module helps mitigate drastic pixel intensity changes
in localized high dynamic range areas, thereby enhancing the adaptability. Sub-
sequently, the reflectance images of 16-bit input Rrgb = Irgb/Ŝ and Lr-MSI
Rmsi = Imsi/Ŝ are fed into the coefficient prediction part of the bilateral grid.

R: Spectral Perception Self-Attention. After transforming from RGB
space to reflectance space, we aim to leverage the reflectance of Lr-MSI Rmsi
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Fig. 4: The overall architecture of the proposed JDM-HDRNet. The S prior is employed
to enhance localized dynamic ranges, while R and M priors contribute to the color
mapping and grid expert learning, respectively.

which has fine-grained spectral channels to enhance the color mapping learning
of bilateral grid. It should be noted that Rmsi has limited spatial resolution.
We argue that downsampling in the spatial dimension will not cause significant
degradation since bilateral grid coefficient prediction is carried out at a much
lower spatial resolution. Hence, we design the Spectral Perception Self-Attention
(SPSA) module which utilizes the Rmsi to guide Rrgb for better bilateral coeffi-
cient prediction. Rmsi is resized to match the spatial resolution of Rrgb, which is
256× 256 by default in HDRNet. The Rmsi and Rrgb are processed with a stack
of strided convolutional layers to extract the low-level features and generate hier-
archical feature maps. These feature maps FRmsi

, FRrgb
are concatenated along

the channel dimension to form the cross-spectral feature embedding FR. Then
1× 1 convolutions W1 and 3× 3 depth-wise convolutions W3 are applied to the
FR to generate query Q, key K and value V :

Q = WQ
1 WQ

3 FR,K = WK
1 WK

3 FR, V = WV
1 WV

3 FR (3)

The query Q and key K are reshaped into Q̂ ∈ RHW×C and K̂ ∈ RC×HW

so that their dot-product interaction generates a spectral perception map A ∈
RC×C , which models the mutual information across the different spectral chan-
nels. The importance of different channels of the reshaped value V̂ ∈ RHW×C is
reweighted by A, and the SPSA module can be formulated as follows:

A = softmax(σK̂ · Q̂) (4)

F̂Rmsi
= Ŵmsi

3 V̂ ·A+Wmsi
3 FRmsi

(5)

F̂Rrgb
= Ŵ rgb

3 V̂ ·A+W rgb
3 FRrgb

(6)

The σ is a learnable scaling parameter to control the magnitude of the dot
product. The SPSA module serves as the residual learning which fuse the cross-
spectral feature V̂ · A with the original feature FRmsi

, FRrgb
by the adaptive

weighting of 3× 3 convolution Ŵmsi
3 , Ŵ rgb

3 . The fused outputs F̂Rmsi
, F̂Rrgb

of
the SPSA module are fed into next layer in a progressive way.
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M : Mixture of Semantic Grid Experts. Common outdoor scenes can
be roughly categorized into several primary types (e.g., sky, building, plant). As
illustrated in Fig. 2(b), the plant spectral curves typically feature a reflection
peak at around 550 nm, whereas the spectral curve of sky primarily resides within
the blue wavelength range. Given these distinct characteristics, a multi-expert
design can be introduced to effectively adapt to each material category’s color
preference. We believe that incorporating the material semantic prior M can
offer robust constraints and yield visually pleasing results for tone enhancement.
Consequently, we introduce a mixture of semantic grid experts, wherein each
category is individually associated with a unique bilateral grid coefficient. For
a specific semantic grid expert, the binarized material segmentation of the i-th
category Mi is transformed into the probability map Ψi with a mapping function
comprising two convolutional and deconvolutional layers. Subsequently, a pair
of affine transformation parameters (α, β) ∈ RHW×C is learned based on the
probability map Ψi. The (α, β) is then introduced to the Q and K branch to
modulate features conditioned on the probability map as follows:

Q̂ = (1 + αQ) ·Q+ βQ, K̂ = (1 + αK) ·K + βK (7)

In each semantic grid expert Φi(x, y), the material category Mi is introduced
in the same way. The bilateral grids of different experts are dynamically fused
based on the category-dependent weight coefficient denoted as wi:

Φ(x, y) =

N∑
i=1

wiΦi(x, y) (8)

Here, N is the number of material categories, and Φ(x, y) denotes the final
multi-expert bilateral grid. The full-resolution output of reflectance image OR

is obtained through interpolated affine transformations, which is operated based
on the bilateral grid Φ(x, y) and the guidance map g. The g is learned from the
Rrgb using the original guidance map auxiliary network. With the multiplication
of OR and Ŝ, we get the final 8-bit output of JDM-HDRNet.

5 Experiments

5.1 Implementation Details

In the Mobile-Spec dataset, 80% of the samples are allocated for the training set,
while the remaining 20% are designated for the test set. The JDM-HDRNet is
trained with a batch size of 4 and a learning rate of 0.0001. Specifically, the joint
decomposition model is first trained with cross-entropy loss for both shading and
segmentation predictions, then the JDM-HDRNet is trained with MSE loss in a
supervised manner. During the training, input images are cropped to the size of
512× 512, and these images undergo further downsampling to 256× 256 in the
low-resolution stream.
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Table 1: Performance evaluation of HDRNet with shading S∗ and reflectance prior
R∗. Ablation studies are conducted on the spectral channel and spatial resolution.

(a) Performance evaluation of HDRNet and HDRNet with shading prior (HDRNet+S∗).
PSNR↑ SSIM↑ △E∗↓ PSNR↑ SSIM↑ △E∗↓

HDRNet 27.75 0.939 5.12 HDRNet+S∗ 28.68 0.957 4.29

(b) Ablation study of reflectance prior R∗ on
channels with different spectral ranges.

PSNR↑ SSIM↑ △E∗↓
baseline 28.68 0.957 4.29

400-520 nm 28.74 0.957 4.00
520-640 nm 29.09 0.964 3.82
640-760 nm 29.19 0.962 3.92
400-760 nm 29.24 0.967 3.72
760-1000 nm 29.07 0.965 3.88
400-1000 nm 29.68 0.968 3.55

(c) Ablation study of reflectance prior R∗ on
the spatial resolution, which is ranging from
1 × 1 to 256 × 256.

PSNR↑ SSIM↑ △E∗↓
baseline 28.68 0.957 4.29
1× 1 29.05 0.963 4.06
4× 4 29.21 0.963 3.80

16× 16 29.68 0.968 3.55
64× 64 29.81 0.969 3.47

256× 256 29.78 0.967 3.49

Table 2: Performance evaluation of HDRNet with material semantic prior M∗.

(a) The effectiveness of incorporating extra Lr-MSI in
the joint RGB-Spectral decomposition model for the
material segmentation task.

building plant sky trunk road mIoU
RGB 81.99 87.63 94.84 10.96 83.87 71.86

+LrMSI 87.53 91.01 95.87 31.14 89.11 78.93

(b) Ablation study of M∗ on the num-
ber of material categories.

1 2 4 6
PSNR↑ 27.75 27.98 28.47 29.11
SSIM↑ 0.939 0.944 0.954 0.964
△E∗↓ 5.12 5.35 4.69 4.28

Three metrics are employed to validate the effectiveness of our method, in-
cluding the PSNR, SSIM [35], and △E∗. △E∗ measures the perceptual difference
between two colors in the CIELAB space, a smaller △E∗ value indicates better
color accuracy or image quality. For the evaluation of the material segmentation,
we adopt the standard metric as mean Intersection-over-Union (mIoU).

5.2 Effectiveness of S∗, R∗, M∗ Priors

To avoid the impact of inaccurate decomposition, we begin by systematically
integrating the ideal values of these priors (denoted as S∗, R∗,M∗) individually
into the HDRNet baseline for validation.

Shading prior S∗. Tab. 1(a) illustrates that the HDRNet baseline attains
a PSNR of 27.75 dB, while the separation of the shading component (S∗) ele-
vates the PSNR from 27.75 dB to 28.68 dB. Notably, the architecture of HDR-
Net remains unchanged in this sub-experiment. This finding demonstrates that
transforming from RGB into reflectance space of input images with S∗ is a sim-
ple yet effective design for the tone enhancement task, which exhibits enhanced
adaptability in diverse high dynamic range scenes.

Reflectance prior R∗. Given the practical limitations of spectral imaging
capability on mobile devices, we conduct ablation studies to examine the spectral
and spatial resolution configurations of Lr-MSI. We first maintain the spatial
resolution at the default setting of 16 × 16 and extract channels of different
spectral ranges. The Lr-MSI has ten spectral channels, ranging from 400 nm to
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1000 nm, with each channel featuring a 60 nm bandwidth. Notably, 400-760 nm
encompasses six visible wavelength channels, while 760-1000 nm includes four
near-infrared channels. As observed in Tab. 1(b), the closer to the wavelength
of red channel, the higher PSNR it will achieve. The possible explanation lies
in the composition of our Mobile-Spec dataset, where a larger proportion of
the area is covered by the sky and plant, while the presence of red objects is
comparatively limited. Consequently, the HDRNet baseline tends to prioritize
the blue and green wavelengths over the red wavelength during the training.
Furthermore, the combination of all ten channels (400-1000 nm) achieves the
best results of 29.68 dB. In our view, fine-grained spectral information enhances
bilateral grids with heightened color perception capabilities and compensates
for the imbalanced learning of different color channels. Then we maintain the
number of channels at ten, and the spatial resolution is resized from 1 × 1 to
256 × 256. As depicted in Tab. 1(c), there is a trend of improved performance
in evaluation metrics with higher spatial resolution. Considering the inherent
constraint of spatial resolution in Lr-MSI on mobile devices, we contend that the
optimal parameter configuration for Lr-MSI may align to the spatial resolution
of the bilateral grid (16×16), which is the 8x downsampling corresponding to the
spatial resolution of low-resolution stream input (256× 256). Our experimental
results suggest that the 16× 16 configuration yields satisfactory results, beyond
which increasing the spatial resolution leads to diminishing marginal utility.

Material semantic prior M∗. Tab. 2(a) demonstrates that incorporating
the Lr-MSI branch into the joint RGB-Spectral decomposition model enhances
the mIoU of material segmentation from 71.86% to 78.93%. Despite Lr-MSI’s
notably lower spatial resolution compared to the 16-bit, it exhibits superior ma-
terial identification capability owing to its fine-grained spectral channels. Sub-
sequently, we conduct ablation experiments to evaluate the number of material
categories. The category number of the original HDRNet baseline is set to one.
In the two-category set, the sky, plant, and trunk are grouped into one category,
while building, road, and others form another. For the four-category set, the
plant and trunk, as well as building and road, are each combined into single
categories, whereas the sky and others are treated as separate, independent cat-
egories. By refining the division of material categories, the mixture of semantic
grid experts becomes more specialized in enhancing tones for specific materials.
Tab. 2(b) demonstrates improved quantitative results across three evaluation
metrics with the inclusion of six semantic grid experts.

5.3 Ablation Study of JDM-HDRNet

Tab. 3(a) presents the ablation study incorporating ideal values S∗, R∗, M∗ into
HDRNet (denoted as JDM-HDRNet∗). The collaboration of shading S and re-
flectance R priors leads to a substantial decrease in △E∗ from 5.12 to 3.55 in the
CIELAB color space. Moreover, the design of the mixture of semantic grid ex-
perts enables specific experts to focus on individual material categories, resulting
in a PSNR of 30.14 dB. The above experiments are conducted with ideal priors.
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Table 3: Ablation study of the proposed JDM-HDRNet on the S, R and M priors.

(a) Ablation study on the ideal values of S∗,
R∗ and M∗ priors.

S∗ R∗ M∗ PSNR↑ SSIM↑ △E∗↓
HDRNet 27.75 0.939 5.12

JDM-
HDRNet∗

✓ 28.68 0.957 4.29
✓ ✓ 29.68 0.968 3.55
✓ ✓ ✓ 30.14 0.972 3.44

(b) Ablation study on S, R and M priors pre-
dicted from the joint decomposition model.

S R M PSNR↑ SSIM↑ △E∗↓
HDRNet 27.75 0.939 5.12

JDM-
HDRNet

✓ 28.59 0.953 4.27
✓ ✓ 29.57 0.966 3.62
✓ ✓ ✓ 29.83 0.967 3.60

Table 4: Comparisons of our JDM-HDRNet with previous enhancement methods.
DPE CSRNet 3D LUT CLUT SepLUT-S SepLUT-L 4D LUT HDRNet UPE Ours

PSNR↑ 22.81 26.34 27.52 27.30 27.57 28.08 27.77 27.75 28.19 29.83
SSIM↑ 0.806 0.923 0.926 0.938 0.933 0.944 0.935 0.939 0.946 0.967
△E∗↓ 11.06 6.44 5.39 4.63 5.37 4.26 4.32 5.12 4.79 3.60

Subsequently, the predictions for S, R, M from joint RGB-Spectral decomposi-
tion model are integrated with HDRNet (denoted as JDM-HDRNet). Tab. 3(b)
shows that the JDM-HDRNet exhibits comparable performance across three
metrics in the S set, indicating that the localized brightness adaptation mod-
ule demonstrates adaptive adjustment capabilities in response to shading image
degradation. In addition, we observe that the performance of the reflectance (R)
set remains relatively unaffected, achieving an improvement of 0.98 dB. Because
both the Lr-MSI and 16-bit RGB images have undergone consistent transforma-
tion into the reflectance space using the same S from the joint decomposition
model. Regarding the material semantic prior (M), JDM-HDRNet dynamically
fuses different grid experts at the bilateral grid level to avoid the inaccurate
segmentation of M . Overall, JDM-HDRNet achieves a gain of 2.08 dB compared
to the HDRNet baseline, which demonstrates that the low resolution spectral
information can be effectively leveraged by the joint decomposition model.

5.4 Comparisons with Previous Methods

Quantitative Comparisons. We compare JDM-HDRNet with previous
color transform-based methods for tone enhancement. In Tab. 4, DPE [6] exhibits
inferior performance compared to other methods, attributed to its unpaired set-
ting, leading to output images affected by undesired artifacts introduced by the
generative adversarial network. Among the color transform functions, the MLPs
based CSRNet [14] exhibits a slightly lower PSNR of 26.34 dB. In contrast, the
3D LUTs based methods, such as 3D LUT [39], CLUT [41], SepLUT-S [36], and
4D LUT [24], demonstrate the similar PSNR ranging from 27.30 dB to 27.77
dB. Notably, SepLUT-L [36] with larger parameters exhibits a superior perfor-
mance because it simultaneously takes advantage of both 1D and 3D LUTs for
enhancement, the 1D LUT adjusts image contrast to achieve a more uniform
distribution in an image-adaptive manner. Additionally, UPE [34] estimates an
image-to-illumination mapping with constraints of smoothness loss, which is ex-
clusively designed to enhance images under diverse lighting conditions, and it
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Fig. 5: Qualitative comparisons on the Mobile-Spec dataset. The error maps displayed
at the top-right corner illustrate the differences with ground truth for each image.

achieves good performance in handling high dynamic range scenes in the Mobile-
Spec dataset. Previous methods face challenges in learning accurate tone en-
hancement for HDR scenes, while our priors-guided JDM-HDRNet outperforms
previous methods by effectively leveraging S, R, M priors predicted from the
joint RGB-Spectral decomposition model to provide explicit guidance.

Qualitative Comparisons. Fig. 5 presents qualitative comparisons of two
representative examples. In the first row, JDM-HDRNet exhibits enhanced con-
trast and a wider dynamic range in the plant area, while other methods appear
comparatively dim. In the second row, JDM-HDRNet shows reduced color de-
viation with the ground truth in the wall area, indicating the beneficial role
of spectral information integration in improving photographic realism. In sum-
mary, JDM-HDRNet, guided by S, R and M priors, achieves more accurate and
pleasing colors for high dynamic range scenes.

Limitations. The spatial resolution of Lr-MSI in this study is fixed at 16×16,
a setting not yet achievable on commercial smartphones. Increasing the spatial
resolution would improve the accuracy of the joint decomposition model. Further
exploration is required to address the constrained spectral imaging capabilities
in the context of image enhancement and related applications on mobile devices.

6 Conclusion

We have investigated the effectiveness of Lr-MSI in the mobile ISP pipeline for
enhancing tone enhancement. We first construct the high-quality Mobile-Spec,
a pioneering dataset comprising both aligned spectral and RGB images. Then
we analyze the role of Lr-MSI from the perspective of spectral image intrinsic
decomposition. Shading, reflectance and material semantic priors are derived us-
ing the joint decomposition model to address the inherent complexity of spectral
images and the constraints of spectral imaging capabilities. Subsequently, JDM-
HDRNet is meticulously designed under the explicit guidance of above priors,
which exhibits superior performance than the competitive methods. Our dataset
and method are expected to attract further research into this area and explore
the untapped potential of spectral information on mobile devices.
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