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Abstract. Recent large-scale vision-language models (VLMs) have demon-
strated remarkable capabilities in understanding and generating textual
descriptions for visual content. However, these models lack an under-
standing of user-speci�c concepts. In this work, we take a �rst step to-
ward the personalization of VLMs, enabling them to learn and reason
over user-provided concepts. For example, we explore whether these mod-
els can learn to recognize you in an image and communicate what you are
doing, tailoring the model to re�ect your personal experiences and rela-
tionships. To e�ectively recognize a variety of user-speci�c concepts, we
augment the VLM with external concept heads that function as toggles
for the model, enabling the VLM to identify the presence of speci�c tar-
get concepts in a given image. Having recognized the concept, we learn
a new concept embedding in the intermediate feature space of the VLM.
This embedding is tasked with guiding the language model to naturally
integrate the target concept in its generated response. We apply our
technique to BLIP-2 and LLaVA for personalized image captioning and
further show its applicability for personalized visual question-answering.
Our experiments demonstrate our ability to generalize to unseen images
of learned concepts while preserving the model behavior on unrelated
inputs. Code and data will be made available upon acceptance.
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1 Introduction

Large language models (LLMs) [?] have transformed human-computer interac-
tion, o�ering users intuitive interfaces for interacting with textual information.
The integration of vision into LLMs through vision-language models (VLMs) [?]
has further enhanced this interaction, enabling these models to �see� and reason
over visual content. However, current VLMs possess generic knowledge, lack-
ing a personalized understanding of individual users. For example, the VLM
can easily recognize an image of a dog but lacks the ability to understand that
the depicted dog is your personal dog. This raises an intriguing question: can
we equip these models with the ability to comprehend and utilize user-speci�c
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Fig. 1: Given a set of images depicting user-speci�c concepts such as ⟨you⟩, ⟨your-
dog⟩ and ⟨your-friend⟩ (left), we teach a pretrained vision-language model (VLM) to
understand and reason over these concepts. First, we enable the model to generate per-
sonalized captions incorporating the concept into its output text (middle). We further
allow the user to ask subject-speci�c questions, querying the model with questions such
as �What are ⟨you⟩ doing?� or �What is my ⟨your-friend⟩ wearing?� (right).

concepts, tailored speci�cally to you? That is, can we ask the model questions
about you, such as what you are wearing or what you are doing in the image?
By personalizing these models, we can o�er more meaningful interactions, better
re�ecting individual experiences and relationships.

Introducing personalized concepts into existing models poses signi�cant chal-
lenges. Attempting to �ne-tune these models for each user is computationally
expensive and prone to catastrophic forgetting [?, ?]. In the context of LLMs,
this has driven the development of model editing techniques designed to e�-
ciently modify such large models [?]. Yet, these methods only focus on altering
the model's response to speci�c user queries, for instance, editing the answer of
�Where is ECCV this year?� from �Tel Aviv� to �Milan�.

Successfully personalizing a VLM requires a deep understanding of how its
visual and linguistic components interact. Intuitively, for a VLM to e�ectively
respond to visual queries, it must not only recognize and extract the relevant
visual elements but also meaningfully communicate them in its response. Intro-
ducing another layer of complexity to VLM personalization, we also �nd that
the visual features extracted by pretrained VLMs are not expressive enough to
e�ectively distinguish between semantically-similar objects.

To address these challenges, we propose augmenting the VLM with external
heads that are trained to identify user-speci�c concepts within a scene. The
signal from these heads is then used to add speci�c learnable vectors alongside
the outputs of the vision encoder. In a sense, these learnable vectors are tasked
with guiding the response generated by the language model to incorporate the
matching personalized word in a way that is contextually accurate and aligned
with the input image. To train this concept vector, we are given a small set of
images (3-5) depicting the concept, each with a corresponding caption containing
the personalized word. We then optimize the concept embedding such that when
given an image from the training set, appending the concept's embedding to the
output of the vision encoder results in the VLM generating the corresponding
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personalized target caption. To encourage the learnable embedding to remain in
distribution with respect to the other image tokens, we incorporate an additional
regularization over the attention assigned by the VLM to the concept embedding.

Our personalization technique, named MyVLM, enables users to person-
alize a pretrained VLM without altering the original weights, preserving the
model's general capabilities. Focusing on personalized image captioning, we ap-
ply MyVLM to both BLIP-2 [?] and LLaVA [?], further demonstrating its ap-
plicability for visual-question answering, see ??. We show that MyVLM can ef-
fectively incorporate and contextualize personalized concepts, including speci�c
objects and individuals, requiring only a few images of the concept. We intro-
duce and assess alternative baselines, highlighting our ability to better generalize
to new instances of previously learned concepts. To evaluate this new task, we
introduce a new dataset containing various objects and individuals depicted in
multiple contexts each with a corresponding personalized caption. The object
dataset will be publicly available, aiming to facilitate further advancements in
the personalization of VLMs.

2 Related Works

Vision-Language Models (VLMs). The recent remarkable progress of large
language models (LLMs) [?,?,?,?,?,?], has spurred e�orts to equip them with
the ability to reason over visual content [?,?,?,?,?,?,?,?,?,?,?,?].

A key area of research on VLMs focuses on leveraging frozen LLMs to
align images and text within uni�ed models that support both visual and lan-
guage inputs. For instance, Flamingo [?] fuses vision and language modali-
ties using a cross-attention mechanism while keeping the vision encoder and
language model �xed. BLIP-2 [?] introduces a Q-Former transformer to align
visual features extracted from a �xed visual encoder with a large language
model [?,?]. LLaVA [?,?] and MiniGPT-4 [?] employ instruction-tuned language
models [?,?,?] and extract visual features from a pretrained visual encoder (e.g.,
CLIP [?]). Speci�cally, LLaVA [?] utilizes a simple linear layer to map the visual
features to the input space of the language model.

Recently, VLMs have been adopted for guiding various downstream tasks
such as reinforcement learning [?] and image generation [?, ?]. In this work,
our focus is on personalizing VLMs, enabling them to reason over user-speci�c
concepts. Importantly, our approach does not modify the original weights of the
VLM, preserving its strong visual and linguistic priors. We apply our method
to both BLIP-2 [?] and LLaVA [?], demonstrating its e�ectiveness as a general
framework applicable across various VLMs.

Personalization. In the task of personalization, we aim to adapt a given model
to capture new user-speci�c concepts. Personalization has been explored for a
range of tasks including recommendation systems [?,?] and object retrieval [?,?,
?,?,?]. PALAVRA [?] optimizes a new token embedding within the input space
of a text encoder to represent a new concept while Yeh et al . [?] extend this
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for retrieving concepts in videos. Personalization has also been heavily studied
in the context of image generation [?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?, ?]. Most relevant
to our work are inversion-based approaches where embeddings are optimized to
capture the target concept.

Another line of work focuses on personalizing image captioning models [?,?,?,
?,?]. Park et al . [?] employ a memory network to store a user's active vocabulary
and utilizes it to generate captions re�ecting the user's personal writing style.
More recently, Wang et al . [?] employed a transformer to fuse visual features and
text features encoding user-speci�c keywords. These features are then passed to
a pretrained language model to generate personalized captions. Importantly,
personalized captioning techniques focus on generating a speci�c writing style.
In contrast, we aim to teach the model to incorporate a new user-speci�c concept
into a personalized textual output aligned with a given image.

Model Editing. While modern machine learning systems excel in achieving
state-of-the-art performance, their e�ectiveness can diminish post-deployment [?],
leading to hallucinations [?,?] and factual decay [?,?]. Consequently, there is a
growing need for model editing, which aims to make data-e�cient modi�cations
to a model's behavior while minimizing the impact on performance across other
inputs. In the context of language models, several approaches incorporate hy-
pernetworks [?] to predict edits for speci�c inputs [?,?,?] or perform parameter-
e�cient model tuning [?, ?, ?, ?]. One particular area of interest is enabling a
large set of edits within a single model [?,?]. Hartvigsen et al . [?] introduce a
codebook within the language model's intermediate feature space, storing previ-
ously learned edits. For each new edit, a new key is added to the codebook, and
its corresponding value is optimized such that the language model produces the
desired output for the given query. Similar model editing techniques have been
explored for generative image models [?,?,?,?,?] and multi-modal learning [?].
Recently, Retrieval-Augmented Generation (RAG) has also emerged as an alter-
native approach for injecting knowledge into LLMs [?,?,?]. We refer the reader
to Yao et al . [?] for a comprehensive survey on model editing.

Our goal of personalizing VLMs necessitates a di�erent approach from model
editing. Model editing focuses on applying precise modi�cations to the model
behavior (e.g., associating �What is the capital of France?� with �Paris�). In con-
trast, personalization requires the model to adapt to new images of the concept,
which may vary signi�cantly (e.g., recognizing an individual across diverse set-
tings). Moreover, it is essential to disentangle the concept from its surroundings
when teaching a model a new concept, such as separating an individual from the
clothes they are wearing. Finally, the VLM must not only identify the concept
but also contextualize it within the generated response. For example, instead of
simply outputting the concept identi�er �S∗�, the model should produce a more
descriptive response such as �S∗ sitting on a bench, drinking wine on a patio�.
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3 Method

Our goal is to extend the capabilities of a vision-language model (VLM) by
teaching it to generate personalized textual responses focusing on user-speci�c
concepts. We begin by outlining the speci�c families of VLM models consid-
ered in this work, namely BLIP-2 [?] and LLaVA [?]. We then introduce our
personalization technique, MyVLM, and demonstrate its application for both
personalized captioning and visual question-answering.

3.1 Preliminaries

BLIP-2. The BLIP-2 model, introduced by Li et al . [?], is a VLM model that
is built around three main components: (1) a pretrained ViT-L/14 [?] vision en-
coder, (2) a pretrained language model [?], and (3) a trainable Querying Trans-
former (Q-Former) model tasked with bridging the vision-language modality gap.
The Q-Former receives as input 32 learnable query tokens, each of dimension
d = 768, and is composed of three types of layers: self-attention, cross-attention,
and feed-forward layers. Most relevant to our work are the cross-attention layers,
placed at every other transformer block. These blocks are designed to capture
the interaction between the extracted image features and the learnable query
tokens (as well as our learned concept representations).

More speci�cally, at each cross-attention layer, the image features are �rst
projected into a set of keys (K) and values (V ) via learned linear projections.
The intermediate representations of the 32 learned query tokens are similarly
projected into a set of attention queries qi. For each query qi, a weighted average
is then computed over these representations, as given by:

Ai = softmax

(
qi ·KT

√
d

)
V. (1)

Intuitively, the probability de�ned by the softmax indicates the amount of in-
formation that will be passed from each image feature to each query token.

LLaVA. Similar to BLIP, LLaVA [?] seeks to connect a �xed vision encoder
with a �xed language model, in this case, CLIP ViT-L/14 [?] and Vicuna [?]
models, respectively. To do this, LLaVA follows a simpler architecture where a
single linear layer is used to map the image features into the token embedding
space of the language model. This sequence of projected visual tokens is then fed
directly to the language model, along with the encoded language instruction.

3.2 MyVLM

We now turn to describe our approach to personalizing vision-language mod-
els for user-speci�c concepts. For simplicity, we describe MyVLM applied over
the BLIP-2 model [?], followed by a discussion of the adjustments necessary for
integrating MyVLM with LLaVA [?]. Given only a few images (∼3-5) of the spe-
ci�c concept and corresponding captions that contain the concept identi�er S∗,
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Fig. 2: MyVLM overview, applied over BLIP-2. Given an input image, we pass it
through the frozen vision encoder of the VLM. In parallel, we pass the image through a
set of learned concept heads, each tasked with recognizing a single user-speci�c concept.
We append the concept embedding of the identi�ed concept to the extracted vision fea-
tures. These features are then passed to the Q-Former via a set of cross-attention layers
to extract relevant information from the image features and concept embedding. Given
the Q-Former outputs and language instruction, the frozen LLM outputs a response
incorporating the concept identi�er while remaining aligned with the input.

our objective is to augment the VLM with the ability to answer speci�c queries
over new images depicting the concept. Our technique is comprised of two key
stages: �rst recognizing the concept within the given scene, and then communi-

cating information about the concept to the language model. To achieve this,
we introduce a concept head designed to identify the presence of a personalized
concept within an image. Then, a learned concept embedding, representing an
object or individual, is used to guide the LLM in incorporating the concept into
its personalized textual response.

Recognizing. To enable the pretrained VLM to reason over personalized con-
cepts, we must �rst identify their presence in a given scene. A direct approach
for doing so is to consider the feature space of the VLM's vision encoder. How-
ever, we empirically observe that the feature space of the frozen vision encoder
is not expressive enough to visually distinguish the target concept from similar
concepts (see supplementary). While one can potentially �ne-tune the vision en-
coder itself to better recognize our object of interest, this may naturally harm
its strong general knowledge and impact its ability to extract information about
the entire image, which is also crucial for generating accurate responses.

Instead, we augment the VLM with a set of external concept heads, with
each head dedicated to recognizing a single personalized concept we wish to
teach the model. These heads allow the model to identify the concepts of interest
without hindering its ability to provide visual information about the entire scene
depicted in the image. As the heads operate independently from the VLM model
itself, we can support any specialized classi�cation head to recognize our target
concepts. Speci�cally, for identifying user-speci�c objects, we choose to employ a
simple linear classi�er trained over embeddings extracted from a pretrained CLIP
model [?, ?]. To generate personalized outputs tailored to speci�c individuals,
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we utilize a pretrained face recognition network [?,?] as an additional concept
head. Importantly, de�ning a separate head for each concept provides additional
�exibility, enabling one to naturally scale to additional concepts over time.

Communicating. Given the ability to recognize our concept of interest, we now
turn to describe our approach for teaching the VLM to communicate responses
about our target concepts. To do so, we learn a single concept embedding vector
representing the concept within the intermediate feature space of the VLM.
Intuitively, this embedding should guide the language model toward generating a
text response incorporating the concept identi�er that (1) is contextually correct
and (2) aligns with both the provided image and language instruction.

To learn this embedding, we use a small set of images depicting the concept
in various contexts, each with a corresponding target caption containing the
concept identi�er. For the identi�er, we follow DreamBooth [?] and use an ex-
isting, uncommon word when personalizing outputs for objects and use a short
name when personalizing individuals. We �nd the concept embedding e∗ via
direct optimization. The embedding e∗ is appended to the image features ex-
tracted from the frozen vision encoder and fed to the Q-Former network via the
cross-attention layers. The output of the Q-Former is then passed to the frozen
language model that generates the predicted image caption. The optimization
process aims to minimize the standard cross-entropy loss between the generated
caption and the provided target caption. Our optimization can be de�ned as:

e∗ = argmin
e

N∑
i=1

LCE (ti, o(Ii, e)) , (2)

where N is the number of training samples, ti represents our target caption of
the i-th sample, and o(Ii, e) is the generated output caption of the i-th image
Ii, given the concept embedding e. At inference, the embedding of a concept
recognized by our concept heads is appended to the output of the vision encoder.

Improving Generalization. While the approach described above allows for
generating personalized captions, we observe that directly appending the concept
embedding to the image features may lead to unnatural captions being generated
by the language model. This issue arises from two primary observations.

First, within the cross-attention layers of the Q-Former, we observed that
the vector norms of the key (k∗) and value (v∗) corresponding to the concept
embedding were signi�cantly larger compared to the norms of the frozen image
features. This behavior was also previously observed in text-to-image personal-
ized techniques [?,?]. Therefore, before computing the cross-attention with the
Q-Former query tokens, we normalize k∗ and v∗ to match the average norm of
the original keys and values, denoted as nk and nv, respectively. The modi�ed
key and value of our embedding are then given by:

k̂∗ = (k∗/∥k∗∥) · nk v̂∗ = (v∗/∥v∗∥) · nv (3)

Second, in the attention weights computed in the Q-Former cross-attention
layers (??), we observe that the concept token tended to dominate the attention
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�S∗, dressed in a blue
jacket and a green
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�S∗ and a black dog
running in a yard�

�S∗ and a Chinese doll
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gold gong...�

�S∗ is sitting next to a
co�ee mug with a
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Fig. 3: Self-attention visualization. We examine the self-attention of LLaVA's lan-
guage model to visualize the attention weights assigned from the concept embedding to
each image feature. As can be seen, the concept embedding attends to relevant regions
within the images, assigning higher weights to areas where the concept is located.

distribution, causing the query tokens to no longer attend meaningfully to the
image tokens. By failing to adequately attend to the original image tokens, the
relevant visual information may no longer be passed to the language model,
leading to a possible misalignment between the generated caption and the image.
To encourage a more balanced distribution of attention across all tokens, we
introduce an L2 regularization over the attention probabilities assigned to the
concept embedding by all 32 Q-Former query tokens. That is, we compute:

Lreg =
∥∥∥ softmax

(
Q · k̂∗

) ∥∥∥2
2
. (4)

By encouraging the tokens to attend to the original image features, we found the
outputs to be more coherent and aligned with the image (see supplementary).

3.3 MyVLM over LLaVA

To apply MyVLM over LLaVA [?] we make the following adjustments to the
scheme presented above. First, we append the concept embeddings to the output
of the linear projection rather than directly after the vision encoder. We �nd that
this resulted in faster, more stable convergence. Second, since LLaVA does not
utilize a cross-attention mechanism, we omit the normalization of keys and values
as presented in ??. Instead, we rescale the concept embedding such that its vector
norm is equal to that of the [CLS] token outputted by the vision encoder. Finally,
we modify the attention-based regularization de�ned in ??. Here, we apply an
L2 regularization that encourages low attention to be assigned from the other
input tokens to the concept embedding, including from both the language tokens
and from the other projected image tokens.

Interestingly, since our concept embedding is passed as input to the language
model along with the other projected image features, we have a natural way
to investigate whether our learned concept embeddings attend to meaningful
regions within the input images. Speci�cally, we examine the self-attention layers
of LLaVA's language model and visualize the attention weights assigned by the
concept embedding to each of the image patches, as illustrated in ??.
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3.4 MyVLM for VQA

For applying MyVLM for personalized visual question-answering, we follow a
similar approach as introduced above, but modify the language instructions and
target outputs used for de�ning our objective function.

Observe that in personalized captioning, the language instruction passed to
the language model when optimizing the concept embedding remains �xed. How-
ever, for visual question-answering, we are interested in generalizing to any ques-
tion the user may ask over a given image. Therefore, we expand the set of instruc-
tions and targets used during the optimization process described above. Specif-
ically, we de�ne a set of 10 pairs of questions and answers related to the target
concept. Then, at each optimization step, we randomly sample one question-
answer pair to use for the current step. Intuitively, by optimizing the embedding
vector through questions aimed speci�cally at the target concept, the embedding
should better generalize to new questions the user may ask about the concept.

4 Experiments

Dataset. As there are no existing datasets for VLM personalization, we in-
troduce a new dataset for evaluating this task. The dataset is split into two
categories: objects and people. For objects, we curate a set of 29 objects includ-
ing various toys, statues, mugs, and pets. For each concept, we collected at least
10 images containing the subject in diverse scenes alongside other objects and set
against interesting backgrounds. For people, we collect images of 16 individuals
ranging from ages 25 to 80. Each individual is represented by a minimum of 15
images, showcasing them in a range of scenarios, attire, and sometimes along-
side other people in the same image. For each image, we wrote a corresponding
personalized caption incorporating the concept identi�er. In total, the dataset
comprises over 680 pairs of images and captions. The subset of the 29 objects
will be publicly available to facilitate further research into VLM personalization.

Evaluation Metrics. In this work, we focus on quantitatively evaluating per-
sonalized image captioning, as data for this task is more readily available. We
evaluate the personalized captions along two fronts. First, we measure recall and
validate whether the concept identi�er appears at least once in the generated
caption. This evaluates both our ability to recognize the concept in new images
and our ability to incorporate the concept in the output via its embedding.

Second, we assess the alignment of the generated caption with the input
image and target caption, considering two metrics. We �rst compute the CLIP-
Score [?] between the generated captions and input images. We additionally
compute a sentence similarity measure, computing the average cosine similarity
between sentence embeddings extracted from the target caption and the gen-
erated caption. For both, we replace the concept identi�er with the concept's
category. In the supplementary, we present standard captioning metrics, show-
ing that MyVLM preserves the general captioning capabilities of the underlying
vision-language model.
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camera, with the
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comfortably on

the second shelf of
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refrigerator, ready
to be stocked with
a variety of food
and drink items�

Fig. 4: Personalized captioning results obtained by MyVLM, applied over
LLaVA [?]. Text in green highlights the description of the target concept in the image.

Baselines. Since there are currently no existing baselines focusing on generat-
ing personalized captions for a target concept, we introduce several alternative
approaches for doing so. First, we generate captions using the frozen VLMmodel.
Then, for each concept, we de�ne a set of three keywords describing the concept,
obtained using GPT-4V [?] by providing it a cropped image of the concept. For
people, we designate a single keyword per concept, either �man� or �woman�.
Given the caption generated by the VLM, we then search the caption for the
keyword, and if found, we replace the keyword with the concept identi�er.

Additionally, we introduce an LLM-guided baseline. Here, given the captions
generated by the frozen VLM, we pass the caption into a language model [?] and
ask it to integrate the concept identi�er into the caption if one of the keywords
is present. This approach o�ers a more �exible constraint, allowing the language
model to more freely incorporate the concept into the caption.

Finally, we compare MyVLM with GPT-4V [?] by showing GPT-4V an image
of the concept and its identi�er and then asking it questions over new images.
Similarly, in the supplementary, we quantitatively compare MyVLM to Open-
Flamingo [?,?], which also supports interleaved image-text inputs.

4.1 Personalized Captioning

Qualitative Evaluation. In ??, we present personalized captioning for various
user-provided concepts generated by our method applied to LLaVA [?]. Captions
generated by MyVLM emphasize the target subject rather than o�ering a generic
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�A cute cavalier
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a soft, pink S∗ and
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grassy lawn...�

�Friends
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S∗ ready to party�
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an outdoor table
with food and

drinks�

MyVLM MyVLM MyVLM MyVLM MyVLM
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blue dog bed on a
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�S∗ sitting on the
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animal next to it�
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tongue�

�In her living
room, S∗ and two
friends are dressed
in party hats and

mustaches.�

�S∗ and a friend
enjoying co�ee

and a sandwich at
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Fig. 5: Comparison to the LLM-guided captioning baseline. Results are ob-
tained over LLaVA [?]. Sample images of the target concept are shown in the top row.
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�S∗ placed next
to a bottle of
"Supreme
Cabernet
Sauvignon"
wine...�

�A whimsically
designed mug
with a face

which could be
referred to as

S∗�

�S∗ is the small
cup with a blue
eye design on
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the right side
of the image�

�S∗ is in this
image,

identi�able as
the cup with
the blue eye
design...�
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foreground ,

the background
shows a scenic
landscape...�

�S∗ is the
�gurine in the
center of the

image, depicted
standing on a
green base...�
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�A shelf with
S∗ and wine
glasses and a
bottle of

supreme wine�

�Whimsical
Woodland
Creature

Sipping Tea�

�S∗ is sitting
next to a cup
of co�ee with a
�bottomless
cup� sign...�

�A whimsical
tea party setup
with a trio of
co�ee cups...�

�S∗ in front of
a picture of the
grand canyon�

�Ready to
score!�

Fig. 6: Comparison to GPT-4V [?]. We provide GPT-4V an image of the target
concept (shown at the bottom left of each image) and ask whether the concept is present
in new images. Results shown in red indicate incorrect false positives while results in
green are correctly captioned negative images that do not contain the concept.

or abstract description of the entire scene, as generated by the original VLM.
Moreover, MyVLM naturally integrates the concept identi�er into the gener-
ated output while remaining aligned with the input image. In particular, even
in scenes where multiple individuals are present in the image, MyVLM success-
fully focuses on the target identity when generating its caption. For instance,
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L
L
a
V
A

B
L
IP

Table 1: Quantitative Compari-
son: Recall. We compute the percent
of generated captions that contain the
concept identi�er. Results are averaged
over all concepts and 5 validation sets.

Objects People All

Simple Replace 29.30 84.33 59.33
LLM-Guided 51.55 56.91 54.37

MyVLM 95.10 79.76 87.11

Simple Replace 25.86 18.13 21.68
LLM-Guided 65.38 29.11 46.23

MyVLM 94.76 97.08 95.97 L
L
a
V
A

B
L
IP

Table 2: Ablation Study: Number
of Training Samples. We compute
the average recall, image similarity, and
text similarity obtained when using 1,
2, and 4 images for training the con-
cept embedding. Results are averaged
over all concepts and 5 validation sets.

Recall ↑ Image ↑ Text ↑

MyVLM (1) 75.42 24.20 57.37
MyVLM (2) 84.27 24.91 61.01
MyVLM (4) 87.11 25.42 62.61

MyVLM (1) 88.93 23.44 50.39
MyVLM (2) 92.88 24.43 53.32
MyVLM (4) 95.97 25.24 56.98

notice the man in the green sweater in the �rst column or the woman in the
yellow dress in the third column. This is also evident when creating personal-
ized captions for a user-provided object placed around numerous other objects
in a scene. For instance, in the rightmost column, the original caption generated
by LLaVA ignores the target ceramic mug entirely, whereas our personalized
caption accurately communicates its location in the image.

Qualitative Comparison. In ??, we provide a visual comparison with our
LLM-guided baseline. As can be seen, this baseline heavily relies on the original
captions generated by the VLM. The baseline struggles when the target concept
appears in the same image with another subject sharing the same keyword,
resulting in an unnatural caption. In contrast, MyVLM successfully identi�es the
target subject and generates captions that accurately contextualize the concept
within its surroundings. Importantly, we do so when multiple subjects are present
and when the concept comprises a small region of the image.

Next, we compare our method to GPT-4V in ??. We provide it with an im-
age of the target concept along with its identi�er. We then ask it to caption
images that may contain the concept. As can be seen, GPT-4V can generalize
to new images of the concept. However, when presented with images of negative
examples that have a similar textual description, GPT-4V misidenti�es them
as the target concept. For example, in the middle example, it incorrectly asso-
ciates �a cup with a blue eye design� with the concept. In contrast, MyVLM can
distinguish between these hard negative examples and the target concepts.

Interestingly, the fact that GPT-4V misidenti�es visually distinct objects
that share a similar textual description may hint that it heavily relies on the
textual description of the object, even when prompted with an image of it. This
emphasizes the advantage of learning a dedicated embedding to represent our
concept instead of relying solely on natural language, where describing our exact
target concept may be challenging.
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Quantitative Comparison. We now turn to quantitatively compare MyVLM
with the alternative baselines. To provide a larger validation sample size, we per-
form bootstrapping without replacement over our constructed dataset. For each
concept, we randomly sample �ve di�erent training sets, each containing four
images, and set the remaining images as the corresponding validation set. We
then train MyVLM on each training set and generate captions for all validation
images. This results in a total of 2, 430 validation images, out of which 1, 265
contain user-speci�c objects, while the remaining images depict individuals.

We begin by measuring each baseline's ability to incorporate the concept
identi�er within the generated caption. Results are summarized in ??. As can
be seen, for user-speci�c objects, trying to simply insert the concept identi�er
into the caption via a closed set of keywords is ine�ective, with a notable gap
in recall compared to MyVLM. While incorporating an external language model
greatly improves recall, MyVLM still outperforms the LLM-guided baseline by
44% when using BLIP-2 and 30% for LLaVA. When considering individuals,
although the keyword-replacement baseline and MyVLM achieve comparable
results when applied over BLIP, MyVLM signi�cantly outperforms both base-
lines when applied to LLaVA. The large gap to LLaVA appears to stem from
the abstract-like captions generated by LLaVA, whereas BLIP-2 tends to gen-
erate simpler captions more likely to incorporate the prede�ned keywords. This
highlights the robustness of MyVLM to di�erent VLMmodels, whereas the hand-
crafted baselines heavily rely on the captioning styles of the underlying VLM.

Next, we investigate MyVLM's performance when training the concept em-
bedding using 4, 2, and only 1 image. Results, averaged across all 45 concepts,
are presented in ??. In terms of recall, results over both BLIP-2 and LLaVA
consistently improve when adding more training samples. Observe that even
when trained using a single sample, MyVLM still outperforms all baselines by
signi�cant margins. We additionally compute the average similarities between
our personalized captions and (1) the input images and (2) the target captions.
As can be seen, adding additional training samples improves both the image
similarity and text similarity, indicating improved generalization.

In the supplementary, we provide additional ablation studies on the contribu-
tion of our augmentations and regularization techniques. We additionally explore
the output space of the VLM vision encoder and validate the use of our concept
heads, showing that they attain both high recall over new images of the target
concept and high precision over negative samples, demonstrating our ability to
support multiple concepts in a single VLM.

4.2 Personalized Visual Question-Answering

Finally, we demonstrate that MyVLM can also be used for personalized visual
question-answering. In ??, we demonstrate results across several user-speci�c
concepts. MyVLM correctly answers questions related to the target concept, even
within complex scenes containing multiple individuals (columns one and two),
and in scenes where the subject occupies a small area of the image (columns three
and four). For instance, MyVLM not only correctly identi�es that the dangling
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�Can you

describe what

S∗ is wearing?�

�Can you

describe what

S∗ is wearing?�

�Where is

S∗ positioned in

image?�

�From left to

right, where is

S∗ located?�

�What is

standing next to

S∗?�

�In the image,
S∗ is wearing a
white sleeveless

top�

�S∗ is wearing a
brown sweater and
has curly hair�

�S∗ is positioned
at the top of the

refrigerator,
sitting on a shelf
with various food

items and
containers�

�S∗ is located on
the right side of
the image, sitting
in a green bowl
next to a wooden
bowl containing

oranges and pears�

�S∗ is a small
�gurine of a

character wearing
a pink hat with a
blue �ower on it.
Next to S∗ , there
is a blue mug with
pens and pencils�

Fig. 7: Personalized VQA results obtained by MyVLM over LLaVA [?]. Text
in green highlights the description of the target concept in the image.

child toy is located in the refrigerator but also its precise location on the top
shelf. This highlights that MyVLM can faithfully capture distinctive features
associated with the target concept, allowing it to correctly identify and localize
the concept in a new scene.

5 Conclusions

In this paper, we introduce the idea of vision-language personalization, enabling
VLMs to understand and reason over user-speci�c concepts, such as unique ob-
jects and individuals. As a �rst step in this endeavor, we present MyVLM, focus-
ing on personalized captioning and VQA. Given only a few images of the concept,
we augment the frozen VLM with a set of modular concept heads, enabling it to
recognize user-speci�c concepts. We then train an embedding vector within the
VLM's intermediate feature space, tasked with guiding the language model in
incorporating the concept into the generated response in a natural and contex-
tually accurate manner. We believe that the personalization of vision-language
models opens up new opportunities for more meaningful human-computer inter-
actions, and hope MyVLM will inspire additional advancements in this �eld.
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