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In this appendix, we report additional details on AMEGO, the Active Memo-
ries Benchmark, additional results and visualisations. In Sec. [I} we include more
visualisations of both queries and qualitative results across the complete range
of questions in Active Memories Benchmark (AMB). We further detail AMB
in Sec. 2] We then give more information on how we query AMEGO to obtain
the answers required for the set of questions in AMB (Sec. . Next, in Sec.
we present additional ablations for AMEGO. Finally, in Sec. [5] we report the
pseudocode version of the pipeline adopted in AMEGO.

1 Qualitative results

In Fig. 1] we show additional examples of sequencing questions, with all possible
alternatives. AMEGO is able to correctly answer them, showcasing its sequencing
capabilities.

On the project webpage we include videos depicting AMEGO representa-
tion on EPIC-KITCHENS videos. Similar to Fig. 1 in the main paper each row
shows a different location spotted with our method. The white bar represents
the temporal position of the frame depicted.

2 Active Memories Benchmark

2.1 Ground Truth

We combine annotations from EPIC-KITCHENS |[1|, VISOR |[2]|, and EPIC
Fields [3] to extract the ground truth used for creating our queries.

To obtain ground truths for locations, we filter out all frames with a high
optical flow norm as these correspond to segments of video where the camera
wearer is moving between locations. We then compute the intersection between
the rays tracing from the camera through 5 pixels representing a crop of the
image (four corners and centre pixel) and the mesh of the scene. For a frame size
of 480 x 854, we selected the following pixels : (213, 240) as central-left, (640,
240) as central-right, (427, 120) as central-top, (427, 360) as central-bottom, and
(427, 240) as the central frame. We then average the 3D points obtained, repre-
senting the locations where the subject focused for a period of time, indicating
a potential interaction. The average is employed to reduce errors arising from
noisy automatically extracted meshes.
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at time 00:39, with which objects
has the subject interacted using the left hand?’

Q3: “Before — Y . at time 01:14, with which objects has the subject interacted using
o < the right hand?”

Fig. 1: Examples of Q1-Q4. In green the right answer, correctly selected by AMEGO.
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We then use hierarchical density-based clustering to obtain rough spatial
clusters of the scene using the L2 distance among 3D locations as metric. Sub-
sequently, we manually refined the clustering results to segment the videos into
different functional activity-centric zones. For example, we differentiating a cook-
top from the kitchen counter immediately adjacent to it, as they naturally afford
different actions. We then find temporal segments corresponding to each loca-
tion cluster. This approach enabled us to establish ground truths for temporal
segments of locations.

To accurately capture object interactions’ ground truths, we use action seg-
ments from EPIC-KITCHENS where brief interactions with the same object
occurred. For example, we identify paired actions: ‘open fridge’ - ‘close fridge’ as
well as ‘pick plate’ - ‘put down plate’. By connecting these actions and finding
the temporal extent between them, we can define the full interaction with ob-
jects. This approach allowed us to obtain the complete interaction interval, even
when the camera wearer moved objects around the scene. We filtered out cases
where different instances of the same objects appeared multiple times within a
single video. Finally, we adopted VISOR masks to extract the visual queries for
AMB.

2.2 Query creation

The Active Memories Benchmark is a visual-only QA benchmark focused on the
subject’s interactions during long egocentric videos. One of the challenges is to
select a visual representation for objects to form our visual query [VQ]. To ad-
dress strong occlusion typical in egocentric vision, caused by the camera wearer’s
hands or other objects, we selected up to 3 different image patches for each ob-
ject to form the query. These patches should be temporally distinct, to showcase
different poses — we use a minimum of 0.5s between patches. Additionally, we
select patches with minimal spatial overlap with bounding boxes of other active
objects/hands in the same frame, to minimise occlusion. Similarly, for location
images, we extracted frames with the lowest spatial overlap with active objects,
so the location is present without many moving objects. For locations, we use
location images with a minimum of 1s differences.

To create the Active Memories Benchmark we randomly sample 100 EPIC-
KITCHENS [1] videos among the ones with both VISOR [2] masks and EPIC
Fields [3] camera poses. We use the list of nouns from the narrations available
in EPIC-KITCHENS, as an initial set of possible objects. We then filter out
objects without corresponding VISOR masks, as we use these for spatial ground
truth. We then generate the queries for all annotated objects/locations starting
from the templates in Table 1 of the main paper. The alternative answers for
each query have been generated using a rationale in a semi-automated process
to increase the complexity of the benchmark.
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