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Fig. 1: We illustrate: (a) video-to-4D results of SC4D and corresponding control points
visualizations, and (b) examples of our motion transfer applications in the figure.

Abstract. Recent advances in 2D/3D generative models enable the gen-
eration of dynamic 3D objects from a single-view video. Existing ap-
proaches utilize score distillation sampling to form the dynamic scene as
dynamic NeRF or dense 3D Gaussians. However, these methods struggle
to strike a balance among reference view alignment, spatio-temporal con-
sistency, and motion fidelity under single-view conditions due to the im-
plicit nature of NeRF or the intricate dense Gaussian motion prediction.
To address these issues, this paper proposes an efficient, sparse-controlled
video-to-4D framework named SC4D, that decouples motion and appear-
ance to achieve superior video-to-4D generation. Moreover, we introduce
Adaptive Gaussian (AG) initialization and Gaussian Alignment (GA)
loss to mitigate shape degeneration issue, ensuring the fidelity of the
learned motion and shape. Comprehensive experimental results demon-
strate that our method surpasses existing methods in both quality and
efficiency. In addition, facilitated by the disentangled modeling of motion
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and appearance of SC4D, we devise a novel application that seamlessly
transfers the learned motion onto a diverse array of 4D entities according
to textual descriptions.

Keywords: Video-to-4D generation · Dynamic Gaussian splatting · Mo-
tion transfer

1 Introduction

In recent years, with the advancement of generative AI, we have witnessed sig-
nificant progress in 3D generation techniques, which include the generation of
static objects’ shape, texture, and even an entire scene from a text prompt or
a single image. Compared to static 3D assets, dynamic 3D (4D) content offers
greater spatio-temporal flexibility and thus harbors more substantial potential
for applications in AR/VR, filming, animation, simulation, and other domains.
However, generating 4D objects from text descriptions or video references is
rather formidable due to the difficulties of maintaining spatio-temporal consis-
tency and ensuring motion fidelity. Nevertheless, as humans, we are adept at
resolving the above challenging tasks, a capability attributable to our possession
of extensive prior knowledge of the real world.

Very recently, building upon the foundations laid by extant text-to-3D [25,38,
57,60,70] and image-to-3D [26,28,41,52,54] pipelines, several methods [16,36,69]
distill prior knowledge from novel view synthesis models [29,30] to generate the
target 4D object as dynamic NeRF [16] or dynamic 3D Gaussians [36, 69] and
impose constraints to ensure the temporal consistency among frames. Despite
the commendable progress achieved by these methods, they still struggle to
strike a balance among reference view alignment, spatio-temporal consistency,
and motion fidelity. We argue that the representation is critical for video-to-4D
generation. On the one hand, dynamic NeRF [2,10,33,39] cannot sustain tempo-
ral coherence under novel views without additional restrictions due to its implicit
nature and stochasticity inherent in Score Distillation Sampling (SDS) [38]. On
the other hand, it is intricate to predict accurate trajectories and rotations for
dense Gaussians [17,31,62,66] with only single-view conditions.

To tackle the aforementioned problems, inspired by a recent dynamic scene
reconstruction method [14], we decouple the appearance and motion of the dy-
namic 3D object into dense Gaussians (�50k) and sparse control points (�512)
and design an efficient two-stage video-to-4D generation framework, named SC4D.
Specifically, in the coarse stage, we initialize a set of sparse control points as
spherical Gaussians and a Multilayer Perceptron (MLP) conditioned on time
and location to predict the motion of these sparse Gaussians. Then, we optimize
the parameters of these Gaussians and the MLP under the guidance of reference
view reconstruction and novel view score distillation. In the fine stage, we utilize
the sparse control Gaussians as implicit control points and perform Linear Bind-
ing Skinning (LBS) [51] to drive the dense Gaussians. In this stage, we jointly
optimize the parameters of control points, dense Gaussians, and deformation
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MLP to obtain the final results. Notably, since only a single-view ground truth
video is provided, we empirically find that there is a proclivity for shape degener-
ation issues in the fine stage, which results in thickening, position displacements,
and texture blur of the dynamic 3D object. To address these challenges, we de-
vise Adaptive Gaussian (AG) initialization that inherits the shape and motion
of the control Gaussians in the coarse stage with a random amount of Gaussians.
Moreover, we present Gaussian Alignment (GA) loss to ensure shape and motion
fidelity in the fine stage.

Benefiting from the disentangled modeling of appearance and motion within
our method, SC4D effectively mitigates the ambiguity of these two attributes
during optimization. Additionally, since the motion of the dynamic object is
governed by a set of sparse control points rather than dense Gaussians, our ap-
proach simplifies the learning of motion and naturally exhibits enhanced local
rigidity. Comprehensive evaluations reveal that our method surpasses existing
video-to-4D generation methods [16,69] in both quality and efficiency. Moreover,
after obtaining the motions of implicit control points, we introduce a novel appli-
cation that transfers the learned motion onto other entities under the guidance
of text-to-image models [44, 71] and dense Gaussians’ depth. In conclusion, our
contributions can be summarized as follows:

1. We propose SC4D, a sophisticated video-to-4D generation framework based
on sparse points control, which generates dynamic 3D objects with superior
quality and efficiency compared to existing methods.

2. We devise an Adaptive Gaussian (AG) initialization approach and Gaussian
Alignment (GA) loss that effectively mitigate the shape degeneration issue,
ensuring accurate motion and shape learning.

3. We propose a novel application based on the control points’ motion and
design a motion transfer pipeline that maps the learned motion onto distinct
entities, as directed by textual descriptions.

2 Related Works

Optimization-based 3D Generation. Optimization-based 3D generation meth-
ods typically optimize a NeRF [33] or 3D Gaussians [17] utilizing prior knowl-
edge from image-text matching model [42] or diffusion-based generative mod-
els [13, 29, 44, 45]. CLIP-based text-to-3D methods [15, 19, 34, 65] generally em-
ploy CLIP [42] to align each viewpoint of the target 3D scene with the given
text description for optimization. DreamFusion [38] substitutes the guidance
model from CLIP to a 2D diffusion model [45], and introduces Score Distilla-
tion Sampling (SDS) to distill prior knowledge from text-to-image models. As a
concurrent work, SJC [57] shares a similar idea, which distills scores in a Perturb-
and-Average manner. Following the paradigm of SDS, a series of methods aim at
bringing finer texture details [4, 25, 60] or alleviating the Janus problem [46, 70]
utilizing DMTet [47] representation, Variational Score Distillation [60], Point-
E [35] condition, etc. Recently, a succession of methods further enhanced the
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view quality [21, 75] and multi-view consistency [48]. There are also several 3D
Gaussian-based methods [5,53,68] that achieve comparable results. As for image-
to-3D, RealFusion [32] performs textual inversion [11] before 3D generation to
match the intended concept. Make-it-3D [54] improves the view quality and con-
sistency in an inpainting manner. Zero123 [29] utilizes large-scale multi-view data
from Objaverse dataset [7,8] to turn Stable Di�usion (SD) [44] into a novel-view
generator. Based on Zero123, a bunch of methods [28,41,52] achieves high-�delity
image-to-3D generation. There are also several approaches [20,26,30,58] acquire
notable progress in enhancing multi-view consistency.
4D Representation. Current 4D representations predominantly bifurcate into
two principal categories: dynamic NeRF [33] and dynamic 3D Gaussians [17]. Dy-
namic NeRF-based methods can be further divided into deformable NeRF [37,
39, 56, 63] and time-varying NeRF [2, 9, 10, 12, 23]. Recently, a variety of meth-
ods predicated on dynamic 3D Gaussians [3, 22, 24, 31, 62, 66, 67] have emerged,
leveraging Gaussians' explicit nature and real-time rendering capabilities. There
are also some methods that ameliorate the dense motion prediction by learning
a set of sparse trajectories [18], control points [14], or basis vectors [6].
4D Generation. Compared to 3D generation, high-quality 4D generation is
even more challenging since the temporal dimension is involved. Existing text-
to-4D methods [1,27,43,50,59,73,74] distill geometry and temporal information
from di�usion-based text-to-image models [44] and text-to-video models [49] with
SDS [38]. In recent developments, several video-to-4D frameworks [16,36,69] have
been introduced. These pipelines endeavor to recover the dynamic 3D objects
from single-view video inputs, facilitated by Zero123 [29]. However, these video-
to-4D methods struggle to strike a balance among reference view alignment,
spatio-temporal consistency, and motion �delity.

3 Method

Given a single-view reference video, video-to-4D methods [16, 36, 69] aim to re-
cover a plausible dynamic 3D object that aligns with the video source. Inspired
by [14], we propose an e�cient video-to-4D framework based on sparse control
points (shown in Fig. 2), namedSC4D , which utilizes separated modeling of ap-
pearance and motion to yield superior outcomes. To ensure the �delity of learned
shape and motion, we introduce Adaptive Gaussian (AG) initialization based on
control points, and Gaussian Alignment (GA) loss as an additional constraint.
Furthermore, we devise a novel application that enables motion transfer with
text descriptions after acquiring the control point motions.

3.1 Preliminaries

Score Distilltion Sampling. Score Distillation Sampling (SDS) [38] is widely
adopted to distill prior knowledge from image generation models [29,44]. In this
work, we utilize Zero123 [29] as the source of novel view information. Given a
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reference imageI r , a relative camera extrinsic (R; T) between the queried and
input views, the 3D model as� , Zero123 as� , then the SDS loss is as follows:

5 � L SDS (�; x ) = Et;� [! (t)( �̂ � (zt ; I r ; R; T; t) � � )
@x
@�

]; (1)

where t is the randomly sampled timestep in the di�usion process, x is the
rendered image, and! (t) is a weighting function depending on the timestept.
3D Gaussian Splatting. 3D Gaussian Splatting (3DGS) [17] represents a scene
as a set of explicit 3D Gaussians. Each GaussianG has a center position� , a
rotation quaternion q, a scaling parameters, opacity � and sphere harmonic
(SH) coe�cients sh. It can be de�ned as G(x) = e� 1

2 (x � � )T P � 1 (x � � ) , where
P

is the 3D covariance matrix, calculated by
P

= RSST RT (R; S is equivalent to
q; s). The color of a pixel u is rendered using� -blending:

Color(u) =
X

i

SH(shi ; vi )� i

i � 1Y

j =1

(1 � � j ); (2)

where � i = � i G(u), vi is the view direction, and SH is the spherical harmonic
function. To enhance the accuracy of �tting across diverse scenes, densi�cation
and pruning are adopted based on gradient accumulation during optimization.
Sparse-Controlled Gaussian Splatting (SC-GS). SC-GS [14] is an e�ec-
tive dynamic scene reconstruction method, which decouples the appearance and
motion of a 4D scene as 3D Gaussians and control points. SC-GS utilizes a time-
condition MLP 	 to predict the translation T t

i and rotation Rt
i for each control

point. Then, 3D Gaussians are driven by control points following LBS [51]. For
each GaussianGj , the warped location � t

j and rotation qt
j can be computed as

a weighted sum of its KNN control points M j :

� t
j =

X

k2 M j

wjk (Rt
k (� j � pk ) + pk + T t

k ); (3)

qt
j = (

X

k2 M j

wjk r t
k ) 
 qj ; (4)

where wjk is a weighting ratio depending on the distancedjk between Gaussian
Gj center and its neighboring control point pk , and a learned control radiusok .
pk , r t

k denote the position and rotation quaternion for the control point.

3.2 Coarse Stage: Sparse Control Points Initialization

As illustrated in SC-GS [14], sparse control points initialization is critical for
decoupling motion and appearance of the dynamic object/scene. Joint optimiza-
tion of sparse control points and dense Gaussians directly can result in uneven
distribution of control points and may even lead to training collapse. In this
stage, we aim to obtain a good initialization for sparse control points' locations
and motion that align with the reference video.
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