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Abstract. In the realm of 3D computer vision, parametric models have
emerged as a ground-breaking methodology for the creation of realistic
and expressive 3D avatars. Traditionally, they rely on Principal Com-
ponent Analysis (PCA), given its ability to decompose data to an or-
thonormal space that maximally captures shape variations. However,
due to the orthogonality constraints and the global nature of PCA’s
decomposition, these models struggle to perform localized and disentan-
gled editing of 3D shapes, which severely affects their use in applications
requiring fine control such as face sculpting. In this paper, we lever-
age diffusion models to enable diverse and fully localized edits on 3D
meshes, while completely preserving the un-edited regions. We propose
an effective diffusion masking training strategy that, by design, facili-
tates localized manipulation of any shape region, without being limited
to predefined regions or to sparse sets of predefined control vertices.
Following our framework, a user can explicitly set their manipulation
region of choice and define an arbitrary set of vertices as handles to edit
a 3D mesh. Compared to the current state-of-the-art our method leads
to more interpretable shape manipulations than methods relying on la-
tent code state, greater localization and generation diversity while offer-
ing faster inference than optimization based approaches. Project page:
https://rolpotamias.github.io/Shapefusion/.
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1 Introduction

3D human bodies and faces are considered the core of a wide range of applica-
tions in the context of gaming, graphics and virtual reality in our modern dig-
ital avatar era [51]. Over the last decade several methods have been developed
to model 3D humans with parametric models being among the best performing
ones [11]. Parametric and 3D morphable models (3DMMs) attempt to project the
3D shapes in compact low-dimensional latent representation, usually via PCA,
that is able to efficiently capture the essential characteristics and variations of
the human shape [4, 25, 34, 37, 42]. Recently, several methods have shown that
non-linear models such as Graph Neural Networks [5,40] or implicit functions [14]
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