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Abstract. Cross-view geo-localization aims at localizing a ground-level
query image by matching it to its corresponding geo-referenced aerial
view. In real-world scenarios, the task requires accommodating diverse
ground images captured by users with varying orientations and reduced
field of views (FoVs). However, existing learning pipelines are orientation-
specific or FoV-specific, demanding separate model training for differ-
ent ground view variations. Such models heavily depend on the North-
aligned spatial correspondence and predefined FoVs in the training data,
compromising their robustness across different settings. To tackle this
challenge, we propose ConGeo, a single- and cross-view Contrastive
method for Geo-localization: it enhances robustness and consistency
in feature representations to improve a model’s invariance to orienta-
tion and its resilience to FoV variations, by enforcing proximity between
ground view variations of the same location. As a generic learning ob-
jective for cross-view geo-localization, when integrated into state-of-the-
art pipelines, ConGeo significantly boosts the performance of three base
models on four geo-localization benchmarks for diverse ground view vari-
ations and outperforms competing methods that train separate models
for each ground view variation.

1 Introduction

Given an image captured at ground level, cross-view geo-localization (CVGL)
aims to determine the location of the image by referring to its corresponding
aerial view [4,12,20,21,34]. As an important auxiliary positioning technique, the
task enables noisy GPS correction [30] and offers practical applications in fields
such as navigation [10] and autonomous driving [5].

Cross-view geo-localization is often addressed as a retrieval task, where a
ground-level image acts as the query and a geo-tagged overhead image as the ref-
erence. In real-world applications, it often requires a high generalization ability,
to handle diverse ground view image variations, including varying orientations
and reduced field of view (FoV). In the past, models were trained and evaluated
under idealised settings, where both views are aligned to the North [13, 26, 36]
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Fig. 1: ConGeo boosts the robustness across ground view variations: North-
aligned, unknown orientation (FoV=360◦) and limited field of views (FoV=70◦, 90◦,
and 180◦). We compare with SEH [6], DSM [21] and SAIG-D [37] and report Top-1
Recall on the CVUSA [26] dataset, one of the geo-localization benchmarks.

which only covers limited scenarios in the real-world challenges (see North-
aligned setting in the left panel of Fig. 1, rows (a) and (b)). Recent works [21,37]
extend existing North-aligned datasets to more challenging settings, cyclically
shifting a ground view panorama by a random angle to obtain orientation vari-
ations, or further reducing the FoV from 360◦ to 70◦, 90◦, or 180◦ to simulate
limited ground view information (see left panel of Fig. 1, Unknown Orien-
tation setting in rows (c) and Limited FoV setting in row (d)). However,
they train and evaluate models separately for each setting. This limits the gen-
eralization ability of the model in real-world applications, where the FoV and
orientation of the query image are often unknown. Moreover, the orientation-
specific or FoV-specific training prevents the model from representing robust
features across different settings. Instead, the models are often biased toward
training data to capture specific spatial correspondence that is not generalizable
across ground view variations. For example, in the left panel of Fig. 1 (rows (a)
and (b)), the two aerial views share similar road directions, which can also be
found in the corresponding ground views. Our analysis shows such North-aligned
spatial correspondence in the training data can serve as a shortcut for the model
to improve the specific setting but may sacrifice the orientation invariance and
feature consistency towards ground view variations.

To address this challenge, we introduce ConGeo, a model-agnostic Con-
trastive learning pipeline for cross-view Geo-localization. ConGeo follows the
intuition that a robust model should capture consistent features for the same
location regardless of orientations or FoVs and identify the same reference im-
age across ground view variations. To achieve that, we design two contrastive
objectives to enforce the proximity between ground view variations and their
original representation: a single-view contrastive objective and a cross-view one.
The ground view contrastive loss works to align ground view variants with the
original images (North-aligned, full panorama), and the aerial view contrastive
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loss minimizes the representation disparity between the aerial image and its aug-
mented counterpart. The cross-view (ground view and aerial view) contrastive
loss further aligns the query image variants with reference aerial images. By
disrupting the initial geometric correspondence and mitigating potential short-
cuts found in the training data, ConGeo compels the model to focus on learning
coherent features across different modalities and view variations.

We run extensive experiments on four geo-localization benchmarks, demon-
strating that ConGeo outperforms existing methods across ground view varia-
tions. Moreover, our results highlight three insights: (1) ConGeo empowers a
single model to handle various ground view variations, using a model-agnostic
learning pipeline. ConGeo consistently outperforms comparison methods un-
der orientation-specific or FoV-specific training by a large margin when facing
ground view orientation and FoV shifts (The right panel of Fig. 1, Table 1).
Meanwhile, ConGeo demonstrates strong versatility, as it can be plugged into
different geo-localization pipelines (Table 5). (2) We demonstrate the advantages
of the proposed contrastive learning pipeline over targeted data augmentation
when facing ground view variations (Table 3), especially unseen ones (Table 8).
(3) Our analysis reveals that the trade-off between the model’s focus on ge-
ometric or semantic cues for matching images from different views affects its
robustness among variations (Fig. 5 and 6).

2 Related Works

2.1 Cross-view Geo-localization

Cross-view geo-localization has been an active field of research over the last
decade [4, 12, 20, 34]. We can distinguish two categories of works: first is geo-
localization with North alignment, the classical evaluation setting for cross-
view image geo-localization. The standard approach uses a siamese network [2] to
encode the ground view and the aerial images and optimizes a well-designed loss
to align the feature embeddings. A series of works pointed out the importance of
spatial correspondence in paired images and incorporated such kind of prior into
the pipeline; SAFA [20] designed a polar transformation that explicitly aligns
two domains and used spatial attention to facilitate network learning; Liu et
al. [13] encoded the orientation correspondence between views as additional in-
put for the network, allowing the model to be orientation-discriminative. Recent
studies [4, 34,37] use more advanced architectures to model global relationships
between views, TransGeo [34] uses learnable position encoding that implicitly
learns the cross-view correspondence, Sample4Geo [4] uses the ConvNeXt [14]
as feature extractor and designs GPS-based and similarity-based samplers for
hard negative sample mining.
Second is geo-localization with variations in orientation and FoV: com-
pared to strictly North-aligned panoramas, ground images with unknown orien-
tations and limited FoV (e.g., captured by a smartphone or car camera) are more
readily available, but make the task more challenging. Recent studies [19,21,35]
gradually draw attention to this more realistic scenario. Specifically, DSM [21]
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proposed to crop out the query-activated region in the reference image after
orientation estimation for accurate matching. Rodrigues et al. [19] customized a
pipeline for the retrieval under limited FoVs, where the limited FoV images are
cropped from the original image as a form of data augmentation for both views.
Despite the steady progress, these methods still face limitations: First, specific
FoV information is required for aerial image/feature cropping during both train-
ing and testing, while in real-world data this strong prior is unknown, especially
during testing. Second, models trained on a specific setting cannot generalize
and do not perform satisfactorily on all FoV scenarios. Thus several specialised
models are trained for each setting.

Instead, we propose a method that does not rely on the exact FoV information
during training nor testing, and only needs to be trained end-to-end once to
achieve competitive results in all settings (see the right panel of Fig. 1).

2.2 Contrastive Learning for Geo-localization

Contrastive learning has shown impressive performance for self-supervised and
supervised learning in computer vision [3, 7, 9, 23], including image classifica-
tion [24], object detection [28], and vision-language tasks [11]. Existing methods
use either cross-modal objectives to align different modalities (e.g., CLIP [18])
or single-modal ones to enhance single-modal representation (e.g., SLIP [15]).
In CVGL, the triplet loss [8, 13, 17, 21, 34] has been a standard choice to solve
the cross-view image retrieval problem in a contrastive way. More recently, In-
foNCE [4, 16, 37] has shown to be an efficient objective for the task. However,
contrastive learning in these works is limited to aligning feature embeddings be-
tween the vanilla ground view and aerial images to match image pairs; while it
has shown a powerful ability for building view-invariant and robust represen-
tations [3, 7, 23]. In this work, we further leverage contrastive learning by using
both single- and cross-view contrastive objectives, achieving more robust feature
representations shared by ground view variants.

3 ConGeo

To obtain robust representation across diverse ground view variations, we in-
troduce ConGeo, a contrastive learning objective that aims to enhance the ro-
bustness of geo-localization models by enforcing proximity between ground view
variations and their original representations. The proposed ConGeo is model-
agnostic and can be a learning objective for different base models. Here we use
Sample4Geo [4] as the base model to illustrate the proposed method (Fig. 2).

3.1 Overview

Problem Statement. Let {Iq} be a set of query images (North-aligned ground
view), and let {Ir} be a set of reference images (aerial view). For geo-localization
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Fig. 2: ConGeo’s learning pipeline. For feature representation in the left and right
boxes, the North-aligned ground image (Iq), the transformed ground image (I∗q ), and
the aerial view (Ir) are sent to their respective encoders. Then in the feature space, the
single- and cross-view contrastive learning losses are applied to enforce the proximity
of the paired images.

under arbitrary orientation and limited FoVs, the query image Iq can be cycli-
cally shifted with a random angle and restricted by a specific FoV (e.g., 70◦,
90◦, 180◦, and 360◦), resulting in its variation I∗q that still shows the same lo-
cation. For each Iq or I∗q , the cross-view geo-localization aims to retrieve the
corresponding reference image in {Ir}.
Architecture. The classic architecture for geo-localization consists of a siamese
network, based on Convolutional Neural Network (CNN) or Vision Transformer
(ViT) for feature encoding [4,20,21,34]. More specifically, a set of query features
Q := {q} is obtained by passing query images into the query encoder: q =
Encoderq(Iq). Similarly, the set of reference features R := {r} is obtained by r =
Encoderr(Ir). To boost the model’s robustness, ConGeo includes ground image
variations {Iq∗}. Such variations are obtained by applying a transformation T to
each ground view Iq. A random orientation angle θ is first used to horizontally
shift the ground image, followed by the application of a FoV angle α to crop the
panorama query to a FoV query Iq

∗ = Tq(Iq|θ, α).
Model Training and Inference. During training, the dual encoders are learned
according to the ConGeo learning objectives (see below). During inference, de-
pending on the setting (North-aligned, unknown orientation, and limited FoV),
the specific query image is processed by the ground view encoder. Then, a set of
aerial reference images is ranked as retrieval results based on the cosine similarity
between the features of the query and reference images.

3.2 Learning Objectives

Single-view Contrastive Learning. To enhance the consistency in feature
representations between views across orientations and FoV variations, a single-
view contrastive learning objective is designed to produce similar representations
between the original images (North-aligned, full panorama) and their trans-
formed counterpart. The loss for the ground view is computed as:

L(q∗, Q)single-q = − log
exp (q∗ · q+/τq)∑
qi∈Q exp (q∗ · qi/τq)

, (1)
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where qi, q∗ are the feature embeddings of the original and transformed query
image respectively, q+ denotes the positive one corresponding to q∗.

A similar single-view contrastive loss is also applied to the aerial views. How-
ever, unlike the ground view contrastive loss that is applied between ground view
variations, the aerial view contrastive loss is designed to enforce the similarity
between two distorted versions of the same reference image using random data
augmentations, aiming to obtain more robust feature representations [3]. The
aerial view contrastive objective is:

L(r∗, R)single-r = − log
exp (r∗ · r+/τr)∑
ri∈R exp (r∗ · ri/τr)

, (2)

where ri is the feature embedding of the original aerial image, r+ denotes the
positive one corresponding to r∗, which is the feature of another possible aug-
mentation of the same aerial image. τr and τq are learnable temperature param-
eters [4].
Cross-view Contrastive Learning. The cross-view contrastive learning in
ConGeo comprises two alignment objectives: First, the loss of the base method
is used3, which we refer to as the vanilla loss; it is a cross-view alignment loss,
where the model learns to match the embeddings of a query image q with the
embeddings of its corresponding aerial image r ∈ R. In Sample4Geo [4], for
example, the vanilla loss is:

L(q,R)vanilla = − log
exp (q · r+/τv)∑
ri∈R exp (q · ri/τv)

, (3)

where R is a set of reference images, and r+ is the reference feature embedding
that matches the query embedding.

Second, to further reinforce the model’s robustness to ground view variations,
we enforce the alignment between transformed ground images and aerial images
with a cross-view contrastive objective:

L(q∗, R)cross = − log
exp (q∗ · r+/τc)∑
ri∈R exp (q∗ · ri/τc)

, (4)

with τv and τc as learnable temperature parameters.
Final Loss. Combining all the terms previously described, the total loss of
ConGeo can be written as:

L = Lvanilla + w1Lsingle-q + w2Lsingle-r + w3Lcross, (5)

where w1, w2 and w3 are factors balancing the contribution of the different
learning objectives.

3 Thanks to its flexible learning objective, ConGeo can be plugged into other existing
geo-localization models. In this section, we use Sample4Geo [4] as an example. In
the experiments, we also plug ConGeo into TransGeo [34], and SAIG-D [37].
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4 Experiments

4.1 Datasets and Evaluation Metrics

Datasets. Experiments are performed on four CVGL datasets. CVUSA [31]
contains 35,532 view pairs for training and 8,884 for evaluation. CVACT [13] is
split into training, validation, and test sets, where the first two are of the same
size as CVUSA while the test set has 92,802 image pairs. VIGOR [36] contains
90,618 satellite images and 105,214 street-view images and can be divided into
two train-test splits: same-area and cross-area. The training and test data in
the cross-area subset were collected from different cities. University-1652 [33]
contains drone, satellite and street view images. The street view images are
commonly with unknown orientation and limited FoV, enabling a real-world
evaluation under this challenging setting. Detailed dataset descriptions can be
found in the supplementary material.
Evaluation Metrics. Following the literature [4,21,37], we use Top-k recall, de-
noted as R@k, to measure the retrieval performance. For each ground view query
image, the aerial images are ranked based on cosine similarity with ground view
representation. If the ground-truth aerial image is among the top k retrieved
images, the retrieval is considered a success under R@k. As in previous meth-
ods [4,33], we also use Average Precision (AP) for one-to-many and many-to-one
matching in the University-1652 dataset.

4.2 Implementation Details

Base Models and Data Preprocessing. Unless specified, ConGeo uses Sam-
ple4Geo [4] as the base model, with ConvNeXt-B [14] as the backbone. In Sec-
tion 5.3, we also plug ConGeo into TransGeo [34] and SAIG-D [37]. We follow
the default settings and data augmentation methods used in those models.
Hyper-parameters and Environment. Loss weights w1, w2, and w3 are em-
pirically set to 0.5, 0.5, and 0.25, corresponding to a higher weight on the single-
view contrastive loss and lower weight on the cross-view one. For training, the
orientation angle θ is randomly drawn between 0◦ and 360◦ while the FoV angle
α is set to 180◦. For evaluation, the orientation angle and FoV angle depend
on different settings (see Section 4.3). Experiments comparing different hyper-
parameters are provided in the supplementary materials. Besides, following the
default setting, for those who used Sample4Geo as the base model, the weights
of the query encoder and the reference encoder are shared. For each experiment,
the model is trained for 60 epochs with a batch size of 16. We use the AdamW
optimizer with an initial learning rate of 0.0001 and a cosine learning rate sched-
uler. A single NVIDIA GeForce RTX 4090 is used for all the experiments.

4.3 Experimental settings

The evaluation is performed for three different settings.
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Set Methods FoV=360◦ FoV=180◦ FoV=90◦ FoV=70◦ Avg.
R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1

CVFT [22] 23.4 44.4 55.2 86.6 8.1 24.3 34.5 75.2 4.8 14.8 23.2 61.2 3.8 12.4 19.3 55.6 10.0
SEH [6] 85.4 93.5 95.8 - 53.7 72.3 79.0 - 16.6 32.2 40.3 - 7.8 18.8 25.6 - 40.9
DSM [21] 78.1 89.5 92.9 98.5 48.5 68.5 75.6 93.0 16.2 31.4 39.9 71.1 8.8 19.9 27.3 61.2 37.9
SAIG-D [37] 72.0 90.2 94.0 99.1 52.5 78.1 85.8 97.7 26.7 50.2 59.8 86.6 20.9 41.4 51.2 80.4 43.0
Sample4Geo [4] 93.3 97.5 98.0 99.1 84.6 95.9 97.6 99.5 55.1 78.3 85.0 96.6 40.9 65.4 74.1 93.0 68.5
ConGeo 96.6 98.9 99.2 99.7 92.3 97.9 98.7 99.7 55.5 75.4 81.5 93.9 49.1 70.8 78.0 93.1 73.4
Sample4Geo [4] 16.3 26.1 31.4 51.7 4.1 8.4 11.3 30.4 2.5 6.7 9.8 26.7 1.5 4.6 6.7 20.4 6.1
Sample4Geo† [4] 93.2 98.2 99.0 99.8 84.6 95.9 97.6 99.5 45.1 64.8 71.3 86.5 28.4 47.1 54.9 75.8 62.8

C
V

U
SA

ConGeo 85.2 95.1 96.9 98.9 92.3 97.9 98.7 99.7 55.9 73.2 79.0 90.9 37.1 55.7 62.8 81.4 67.6
CVFT [22] 26.8 46.9 55.1 81.0 7.1 18.5 26.8 63.9 1.9 6.3 10.5 39.3 1.5 5.1 8.2 34.6 9.3
SEH [6] 77.4 88.6 90.9 - 47.7 67.9 74.3 - 13.9 28.4 36.2 - 6.9 16.5 22.3 - 36.5
DSM [21] 72.9 85.7 88.9 95.3 49.1 67.8 74.2 89.9 18.1 33.3 40.9 68.7 8.3 20.7 27.1 57.1 37.1
Sample4Geo [4] 82.4 90.6 92.3 95.4 58.9 79.8 85.3 95.0 27.9 52.0 62.3 87.0 18.8 40.4 51.0 81.3 47.0
ConGeo 83.0 90.6 92.4 96.3 70.3 85.2 88.6 95.1 40.6 62.6 69.8 86.6 24.6 45.3 54.3 80.6 54.6
Sample4Geo [4] 12.6 17.5 19.9 31.2 3.4 8.0 10.6 24.5 1.9 5.5 7.9 23.9 1.0 3.2 5.0 16.8 4.7
Sample4Geo† [4] 77.1 89.8 92.6 97.2 58.9 79.8 85.3 95.0 22.4 44.0 52.7 78.3 12.5 28.5 37.5 67.4 42.7

C
V
A

C
T

ConGeo 62.6 79.9 84.7 93.9 70.3 85.2 88.6 95.1 34.8 56.9 64.8 83.6 18.5 37.4 46.7 72.5 46.6

Table 1: Comparison on the unknown orientation setting and limited FoV setting
on CVUSA [31] and CVACT Val [21] datasets. “-” means the score is not provided
in the original paper. The best performance is in bold. Results of models trained
with FoV-specific images are reported in the white background, while results from a
single model without FoV-specialized training are reported with a grey background .
† denotes using the same training FoV as ConGeo.

- North-aligned. This is the common configuration of the task: the full-view
North-aligned ground image is used to retrieve the aerial view.
- Unknown Orientation. When testing, we shift the full-view ground image by
a random angle and use it as the query. This setting is also noted as FoV=360◦.
- Limited FoV. We first apply a random cyclical shift to the ground image

(same as unknown orientation) and then reduce the FoV to 70◦, 90◦, or 180◦.
For the CVUSA and CVACT datasets, we evaluate the model’s performance

under these 3 settings. For the VIGOR dataset, we use the unknown orienta-
tion and limited FoV settings to verify the method’s cross-location robustness.
Furthermore, we use the University-1652 dataset for Street-to-Satellite (St2S,
many-to-one) and Satellite-to-Street (S2St, one-to-many) retrieval, showing the
robustness for street view images. We also test the models’ generalization ability
on four unseen ground view variations on the CVUSA dataset.

5 Results

5.1 Performance under Different Settings

As in previous works [21], we assess the effectiveness of ConGeo in the un-
known orientation setting and the limited FoV settings on the CVUSA and
CVACT validation datasets in Table 1. Unlike previous methods [21, 29, 37],
which train different models for each setting to improve performance, the single
model trained with ConGeo excels in all settings. As shown in the rows high-
lighted in grey in Table 1, ConGeo improves the base model’s (Sample4Geo) per-
formance by a large margin (68.9% and 53.4% R@1 improvement for FoV=360◦
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Methods CVUSA CVACT Val CVACT Test
R@1 R@1% R@1 R@1% R@1 R@1%

CVFT [22] 61.4 99.0 61.1 95.9 - -
DSM [21] 92.0 99.7 82.5 97.3 - -
TransGeo [34] 94.1 99.8 85.0 98.4 - -
GeoDTR [32] 95.4 99.9 86.2 98.8 64.5 98.7
SAIG-D [37] 96.3 99.9 89.1 98.9 67.5 96.8
Sample4Geo [4] 98.7 99.9 90.8 98.8 71.5 98.7
ConGeo 98.3 99.9 90.1 98.2 71.7 98.3

Table 2: Comparison of the North-aligned
setting on CVUSA and CVACT datasets.
The second-best performance is underlined.
“-” means the score is not provided in the
original paper.
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Fig. 3: Examples of the top-4 retrieved
images from ConGeo and the baseline
when FoV=90◦. Images in the orange
box denote the correct results.

and FoV=90◦, respectively) and significantly outperforms the state-of-the-art
methods on most of the challenging settings on the CVUSA dataset, without
training models on separate FoVs. Besides, when training ConGeo on each FoV
separately, the model’s performance can be further enhanced in different settings,
significantly surpassing all competitors on all FoVs.

Similarly, ConGeo outperforms the state-of-the-art model’s R@1 under 360◦,
180◦, 90◦, and 70◦ settings on the CVACT validation set by 0.6%, 11.4%, 12.7%,
and 5.8% respectively. ConGeo also shines on this dataset with a single model,
surpassing the previous approaches in most settings by a substantial margin.
In short, these results show the consistent superiority of ConGeo over previous
state-of-the-art methods and its robustness in handling ground view variations.

Moreover, ConGeo maintains competitive performance in the North-aligned
setting. As shown in Table 2, ConGeo always ranks within the top two for R@1
both on the CVUSA and CVACT datasets. Moreover, by comparing Table 2
and Table 1, we observe that when confronting challenging settings, baselines
experience a considerable performance drop (as seen from the results with grey
background in both tables). For example, for a query image with FoV=180◦, R@1
of the base model drops by 82.4%; while shifting the North-aligned ground view
with unknown orientation leads to an R@1 decrease of 94.6%. On the contrary,
ConGeo maintains robustness to various ground view shifts with R@1 dropping
by only 13.1% for 360◦ and by 6.0% for 180◦.

Fig. 3 shows two examples of top-4 retrieved images when the query image’s
FoV=90◦. Limited FoV images offer restricted semantic and spatial information
and thus are more challenging. In Fig. 3 (a), the baseline model only retrieves
aerial images with a horizontal road, indicating that the model heavily relies
on spatial correspondence; ConGeo’s results are more diverse among road direc-
tions. Fig. 3 (b) shows a building next to a half-circle side road. Several images
retrieved by ConGeo include similar visual features, showing that ConGeo elicits
the model’s focus on information that is consistent across ground view variations.
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Aug. type North-aligned FoV=360◦ FoV=180◦ FoV=90◦ Avg.
Shift FoV Rotate R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1

98.7 99.7 99.8 99.9 16.3 26.1 31.4 51.7 4.1 8.4 11.3 30.4 2.5 6.7 9.8 26.7 30.4
✓ 94.4 98.1 99.6 93.2 93.1 97.6 98.2 99.1 73.8 88.0 90.9 95.8 35.1 54.2 61.2 77.6 74.1
✓ ✓ 90.3 97.3 98.4 99.6 84.1 95.0 96.9 99.4 63.6 84.6 90.1 98.2 32.2 55.1 64.5 87.4 67.6
✓ ✓ ✓ 88.9 96.0 97.1 99.0 89.0 96.1 97.3 98.9 71.8 87.9 91.3 97.2 39.3 59.9 67.9 85.7 72.3

ConGeo 98.3 99.6 99.7 99.9 85.2 95.1 96.9 98.9 92.3 97.9 98.7 99.7 55.9 73.2 79.0 90.9 82.9

Table 3: The comparison of results between ConGeo and task-specific data augmen-
tations. We incorporate augmentations into Sample4Geo, “Shift” denotes using shifted
query images and “FoV” denotes using query images of limited FoVs, “Rotate” ran-
domly rotating aerial images with an angle in {90◦, 180◦, 270◦} as data augmentation.
The second-best performance is underlined.

5.2 Ablations

We perform two ablation studies to show the advantages of ConGeo over alter-
native data augmentations and the impact of each component of ConGeo.
Comparison with Data Augmentations (Table 3). One possible way to
improve robustness under view variations is through data augmentation. We
compare ConGeo with three methods: “Shift” (random cyclical shift), “FoV”
(random query image FoV cropping, from 70◦ to 360◦), and “Rotate” (random
aerial images rotation by 90◦, 180◦ or 270◦). Results show that these methods
can improve the base model under unknown orientation and limited FoV. How-
ever, their overall performance stays far lower than ConGeo, especially since
their performance in the North-aligned setting notably decreases, showing the
superiority of contrastive objectives over targeted data augmentation. Compared
to ConGeo, all the data augmentation approaches lack a crucial single-view con-
trastive objective, which explicitly enforces discovering the joint features shared
by different ground view variations and therefore being robust to them.
Ablations of Loss Components (Table 4). The aerial view contrastive objec-
tive (Lsingle-r) slightly enhances the performance (Row 1 and 2), which serves as
the basis for the following ablations. The ground view contrastive loss (Lsingle-q)
gradually boosts performance under FoVs as contrastive targets between ground
views are added (Row 1, 3, and 4). Finally, adding the cross-view contrastive loss
on top of single-view losses yields a notable improvement (Row 4 and 7). This
indicates that the contrastive learning between the original and shifted ground
images plays an essential role in assisting cross-view alignment.

5.3 Adaptability to Different Base Models

ConGeo is model-agnostic: it can be plugged into different CVGL systems and
boosts their robustness to ground view variations. To demonstrate this, we
choose two representative methods, TransGeo [34] and SAIG-D [37] as base
models, besides Sample4Geo. For each base model, we follow the default config-
urations — including backbone and data augmentations — and use the vanilla
loss in the base model instead of Eq.(5). We train the ConGeo-augmented mod-
els on all FoVs jointly (same as the results with grey background in Table 1). We
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No. Lsingle-r
Lsingle-q Lcross FoV=180◦ FoV=90◦

Shift FoV Shift FoV R@1 R@1% R@1 R@1%
1 4.1 30.4 2.5 26.7
2 ✓ 15.7 60.0 7.7 43.3
3 ✓ ✓ 44.1 93.4 17.8 73.0
4 ✓ ✓ ✓ 37.9 81.2 20.5 59.9
5 ✓ ✓ ✓ 91.5 99.7 40.2 89.0
6 ✓ ✓ ✓ 81.7 98.8 35.8 81.6
7 ✓ ✓ ✓ ✓ ✓ 92.3 99.7 55.9 90.9

Table 4: Ablation studies on FoV=180◦

and FoV=90◦ on the CVUSA dataset.
“Shift” and “FoV” mean cyclic shift and
FoV cropping for ground view images.

Methods FoV=360◦ FoV=180◦ FoV=90◦

R@1 R@1% R@1 R@1% R@1 R@1%
TransGeo 13.5 59.4 4.5 42.2 0.4 13.9

TransGeo + DA 75.9 99.2 47.8 94.9 18.7 74.7
ConGeo[TransGeo] 52.7 97.2 54.8 97.4 26.9 83.8

SAIG-D 12.5 69.4 3.3 40.1 0.3 10.2
SAIG-D + DA 64.8 98.6 49.3 96.9 29.7 90.0

ConGeo[SAIG-D] 70.7 98.9 54.9 97.3 24.0 80.4
Sample4Geo 16.3 51.7 4.1 30.4 2.5 26.7

Sample4Geo + DA 84.1 99.4 63.6 98.2 32.2 87.4
ConGeo[Sample4Geo] 85.2 98.9 92.3 99.7 55.9 90.9

Table 5: ConGeo with three base mod-
els on the CVUSA dataset including Trans-
Geo [34], SAIG-D [37] and Sample4Geo [4].
Note that “DA” means data augmentation.

compare each model with two baselines: (1) the base model trained on North-
aligned data, (2) the base model trained with strong data augmentations, in-
cluding shifting each ground image with a random angle and cropping it with a
FoV between 70◦ and 360◦ (referred to as “DA”). As shown in Table 5, adding
ConGeo improves ViT-based TranGeo’s R@1% performance by 37.8% and 69.9%
for FoV=360◦ and FoV=90◦, respectively. SAIG-D combines convolutional stem
and self-attention layers in the encoder and the improvement with ConGeo is also
remarkable. ConGeo-augmented models also outperform strong data augmenta-
tions under most FoVs. In summary, ConGeo can be plugged into three different
baselines with both CNN-based and ViT-based backbones, demonstrating its
versatility and effectiveness across model architectures.

5.4 Robustness across Other Ground View Variations

Robustness across Locations (Table 6). In cross-view geo-localization, the
VIGOR dataset is particularly challenging, because the two views are not center-
aligned. In particular, VIGOR’s cross-area subset is regarded as a standard
benchmark to test the model’s robustness to data across different locations, since
training and test images are taken from different areas [4, 27, 36]. As shown in
Table 6, ConGeo outperforms the baselines on both the cross-area and same-area
subsets. Note that we report the performance of a single model for all FoVs, for
ConGeo and Sample4Geo (grey background). The results indicate that ConGeo
consistently improves the model’s robustness on cross-area data.
Robustness to Street Images (Table 7). Street images in University-1652 are
typical examples of real-world limited FoV images. The St2S and S2St settings
pose significant challenges as the limited FoV images can be captured from di-
verse locations with unknown orientations. Different from the experiments con-
sidering North-aligned panoramas, here we randomly sample two street view
images from one location as the inputs to conduct single-view contrastive loss.
Detailed descriptions can be found in the supplementary materials. Results in
Table 7 show that the performance on both settings is improved.
Robustness to Unseen Ground View Variations (Table 8). In real-world
scenarios, the variations of the ground view image are more diverse than orien-
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Methods
Cross-Area Same-Area

FoV=360◦ FoV=90◦ FoV=360◦ FoV=90◦

R@1 R@1% R@1 R@1% R@1 R@1% R@1 R@1%
VIGOR [36] 1.4 44.6 - - 19.1 95.1 - -

TransGeo [34] 5.5 66.9 - - 47.7 99.3 - -
Sample4Geo [4] 9.0 43.7 0.5 21.6 14.2 54.9 1.1 30.6

ConGeo 16.2 72.9 3.9 54.3 61.9 98.4 8.5 68.7

Table 6: Comparison on the VIGOR
dataset [36]. “Cross-Area” and “Same-Area”
mean its cross-area subset and same-area
subset, respectively.

Methods St2S S2St
R@1 AP R@1 AP

University-1652 [33] 0.6 1.6 0.9 1.0
LPN [25] 0.7 1.8 1.4 1.3

Sample4Geo⋆ [4] 4.9 8.1 6.6 6.1
ConGeo 5.9 9.2 6.8 6.4

Table 7: Comparison on University-
1652 [33]. ⋆ denotes the reproduced
model since the pre-trained weights
are not provided.

Methods Random FoVs Random Zooming Gaussian Noise Motion Blur Avg.
R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1 R@5 R@10 R@1% R@1

Sample4Geo 15.7 25.3 31.2 51.7 48.2 60.8 65.8 80.1 42.4 60.9 67.0 81.6 31.4 38.6 42.0 52.9 34.4
Sample4Geo + DA 85.5 95.1 96.6 98.8 44.5 60.6 66.7 82.7 0.2 1.0 1.7 8.8 16.8 23.2 25.9 36.0 36.8

ConGeo 84.2 95.1 97.0 99.4 68.7 80.3 83.8 92.1 45.8 64.4 70.3 83.4 32.5 40.7 43.5 53.5 57.8

Table 8: Comparison on unseen ground view variations between ConGeo and baselines
on the CVUSA dataset. Random FoVs are between 0◦ to 360◦, Random Zooming is
performed with a ratio between 0.5 and 2.0, Gaussian Noise [1], and Motion Blur [1]
are added with severity: 5.

tation and FoV variations. In Table 8, we evaluate the model across four unseen
ground view variations on the CVUSA dataset: Random FoVs, Random Zoom-
ing, Gaussian Noise, and Motion Blur. The ConGeo-augmented model exhibits
comparable performance to the model with data augmentation on Random FoVs
test, while demonstrating significant advantages over the two baselines when
tested on other unseen ground view variations. According to Table 3 and 8, the
improvements that task-oriented data augmentation brings are not transferable
nor generalizable, on the contrary, ConGeo represents a way of unleashing the
potential of data augmentation by enforcing the learning of invariances.

6 Analysis: How does ConGeo achieve robustness?

In this section, we analyze the behavior of the base model and ConGeo under
ground view variations, to diagnose what led to the base model’s collapse and
explain the superior performance of ConGeo. We perform orientation invariance
analysis to showcase models’ vulnerabilities to orientation shifts and visualize
activation maps to investigate the models’ focus.
Orientation Invariance Analysis. We introduce the concept of orientation
invariance to dissect the siamese network’s behavior. Let Φ be a function that
maps the input images to predictions, G := {g} be a group of cyclic shift trans-
formations. Iq and Ir are the query and reference input images, respectively.
Here, the ground view orientation invariance is defined as:

Φ [g(Iq), Ir] = Φ(Iq, Ir) ∀(Iq, Ir, g) ∈ (Q,R,G). (6)

In Fig. 4, we experimentally investigate the orientation invariance of different
models by evaluating the retrieval performance when using shifted ground views
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N N N N NN
Shift Shift

Fig. 4: ConGeo shows better orien-
tation invariance. We cyclically shift
the ground view with an angle (x-axis)
as the model’s input to test its retrieval
performance. Note that “N-A” denotes the
North-aligned setting and “DA” means
data augmentation.
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Fig. 5: ConGeo’s activation areas
are more consistent across ground
view variants. The Grad-CAM activa-
tion maps of the base model and ConGeo
on the North-aligned and the unknown ori-
entation setting. The orange box indicates
the same area in different ground view
variants.

as input. For the base model trained under North alignment (blue line), the
model’s recall drops significantly on different orientation angles, indicating a lack
of orientation invariance. Although the model with ground view variants data
augmentation (green line) shows an improved orientation invariance compared to
the base model with the orientation-specific learning pipeline, the performance
of the North-aligned setting drops considerably. In contrast, ConGeo (orange
line) yields consistently high performance both under the cyclically shifted query
input and with the North-aligned image pairs. This indicates that the model
trained with the proposed contrastive objectives shows better orientation invari-
ance while simultaneously maintaining a strong ability to leverage the spatial
correspondence, allowing it to maintain robustness to ground view variations.

Activation Map Visualization. We analyze the activation map of ConGeo
and its baseline in Fig. 5 (North-aligned and unknown orientation settings) and
Fig. 6 (North-aligned and limited FoV settings). We make two key observations.
First, the focus of the base model is vulnerable to orientations and FoV varia-
tions, while ConGeo’s representation is more robust across view variations. In
Fig. 5, the ground view shifts make the base model’s attention drift from the
roadside to random regions that might not carry geospatial information (e.g.,
sky), while ConGeo consistently highlights regions (e.g., trees) with similar con-
tents under view variations. Second, the base model focuses more on spatial cor-
respondence cues (e.g., road), while ConGeo focuses more on the semantically
consistent objects in both views (e.g., trees), as shown in Fig. 6. This further
demonstrates that enhancing consistency and mitigating shortcuts of spatial cor-
respondence makes the model more robust to view variations. More examples
can be found in supplementary materials.
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(a) North-Aligned (b) FoV=180 (c) North-Aligned (d) FoV=180 

Ground Views Corresponding Patches Only

Fig. 6: ConGeo focuses on semantically consistent features for the task and
its activated regions are consistent across view variation. Left: GradCam ac-
tivations of the base model and ConGeo (green background) on the North-aligned and
FoV = 180◦ settings. Right: focus on the regions highlighted by the coloured boxes.

7 Limitations

We showed that ConGeo leads to significant improvements when facing arbi-
trarily oriented ground images and diverse FoVs, except in the North-aligned
setting. This performance drop is nearly unavoidable, as ConGeo tends to dis-
rupt the over-reliance on spatial correspondence shortcuts. However, by keeping
the original learning objectives of the base model (vanilla loss), ConGeo achieves
competitive performance when orientation information is available (Table 2), and
significantly improves the robustness when it is unknown. Additionally, we focus
on ground view orientation and FoV variations, but other variations can be en-
visaged (e.g., zoom, color intensity, blur). We show ConGeo’s robustness to some
of these variations unseen during training (Table 8). Finally, besides contrastive
learning, other ways of aligning modalities (e.g., redundancy reduction) could
also be considered. We discuss this in the supplementary materials.

8 Conclusion

Tackling situations where the ground view image orientation is unknown, or the
FoV is limited, is crucial for real-world applications of cross-view image geo-
localization. We propose ConGeo, a single- and cross-view contrastive method
that enhances a model’s robustness to ground view variations by aligning im-
age variations with their original representations. Experiments on four datasets
and activation map analysis demonstrate that ConGeo consistently boosts the
performance of state-of-the-art methods by a large margin when facing diverse
challenging settings. With its adaptability to different base models and versatil-
ity to accommodate diverse ground view variations, ConGeo strives to be a step
towards widening the applicability of geo-localization methods to the real world.
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