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Abstract. We introduce GRM, a large-scale reconstructor capable of re-
covering a 3D asset from sparse-view images in around 0.1s. GRM is a feed-
forward transformer-based model that efficiently incorporates multi-view
information to translate the input pixels into pixel-aligned Gaussians,
which are unprojected to create a set of densely distributed 3D Gaus-
sians representing a scene. Together, our transformer architecture and
the use of 3D Gaussians unlock a scalable and efficient reconstruction
framework. Extensive experimental results demonstrate the superiority
of our method over alternatives regarding both reconstruction quality
and efficiency. We also showcase the potential of GRM in generative tasks,
i.e., text-to-3D and image-to-3D, by integrating it with existing multi-
view diffusion models. Our project website is at: https://justimyhxu.
github.io/projects/grm/.
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1 Introduction

The availability of high-quality and diverse 3D assets is critical in many domains,
including robotics, gaming, architecture, among others. Yet, creating these as-
sets has been a tedious manual process, requiring expertise in difficult-to-use
computer graphics tools.

Emerging 3D generative models offer the ability to easily create diverse
3D assets from simple text prompts or single images [69]. Optimization-based
3D generative methods can produce high-quality assets, but they often require
a long time—often hours—to produce a single 3D asset [49, 70, 92, 97, 100].
Recent feed-forward 3D generative methods have demonstrated excellent quality
and diversity while offering significant speedups over optimization-based 3D
generation approaches [2, 12, 28, 37, 45, 53, 77, 90, 105]. These state-of-the-art
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Fig. 1: High-fidelity 3D assets produced by GRM—a transformer-based reconstruc-
tion model built on 3D Gaussians. Trained for fast sparse-view reconstruction (top,
�0.1s), GRM works in synergy with other tools (e.g., text-to-multiview generation [45],
image-to-multiview model [78], and 2D segmentation [44]) to enable text-to-3D
(center top) and image-to-3D (center bottom) generation as well as real-world object
reconstruction (bottom).

(SOTA) models, however, typically build on the triplane representation [5],
which requires inefficient volume rendering. This inefficient rendering step not
only hinders fast inference but it often also requires the models to operate at a
reduced 3D resolution, limiting representational capacity.
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