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Appendix

A Visualizations of Annotated Frames

Examples of annotated videos in ReVOS are shown in Fig. A.

the last car to appear.  the car most likely to win first place.

objects that simulate small animals. 

labrador.  Which dog's neck experiences more external force?

Which object has the capacity to fly?  What the person might be resting on after the presentation?

the walrus that loses the most gravitational potential energy.

What are the rats being trained to pick up in the video?

object ready to start hunting.  Which animal in the video is most likely to die? 

object that brushes off raindrops and dusty.  What object in the video suggests there is a fire nearby?

the ball that should be hit first according to the rules.  Which ball is the target of this shot?

Fig.A: Sample videos in ReVOS.

B Implementation Details

We adopt the decoder in SAM [4] as the segmentation decoder. We choose Chat-
UniVi-7B and Chat-UniVi-13B [3] as the pre-trained Multi-Modal LLM. The
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number of visual tokens L per frame is set to 112, the same as the number
in Chat-UniVi. We utilize XMem [1], a semi-supervised Video Object Segmen-
tation method as the Object Tracker. The Text-guided Frame Sampler, Visual
Backbone, and Object Tracker are all frozen during the training. Only the multi-
modal LLM and SAM decoders are trainable. We leverage LoRA [2] to perform
efficient fine-tuning of the multi-modal LLM. During training, we randomly sam-
ple a target frame ftgt and 8-12 reference frames xt per video instead of using
the Text-guided Frame Sampler, to achieve more comprehensive training. During
inference, we use the Text-guided Frame Sampler to obtain ftgt and 12 reference
frames xt with the Global-Local sampling strategy. We use 8 NVIDIA 80G A100
GPUs for training. The training scripts are based on the deepspeed [6] engine.
We train VISA for 10 epochs with a batch size of 128. Specifically, the batch size
per device is set to 1, and the gradient accumulation step is set to 16, leading
to 128 samples on 8 GPUs in total. We employ the AdamW [5] optimizer with
a cosine schedule. The learning rate is set to 2e-5. All input frames are resized
to 224 × 224 before feeding into the LLM, while the frame for the segmentation
branch is resized to 1024 × 1024. The weights of the text generation loss λtxt and
the mask loss λmask are set to 1.0 and 1.0, respectively. The weights of the binary
cross-entropy loss λbce and the dice loss λdice are set to 2.0 and 0.5, respectively.
Check https://github.com/cilinyan/VISA for more implementation details.
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