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Fig. 1: Visualization of the indoor(a) and in-car(b) scenarios from our data collection.
(1) an IMU sensor; (2) the Prophesee Evk4 and Davis346 camera; (3) a vehicle-mounted
metal bracket; (4) an adjustable tripod; (5) an artificial light source; (6) a photometer;
(7) the laptop for data recording.

1 Dataset collection

Fig. 1 illustrates our data collection scenarios for indoor and vehicle environ-
ments. The primary difference lies in the support structures used: a tripod is
employed indoors, while a metal mounting bracket is used within the vehicle.
Notably, the remaining data collection equipment remains consistent across both
settings. For clarity, only a representative subset of the equipment is depicted in
the vehicle environment schematic.

The data collection process follows a specific order. First, we meticulously
adjust the tripod (Indoor) or metal mounting bracket (In-car) to achieve optimal
alignment with the volunteer’s face. Next, the volunteer dons an IMU sensor to
facilitate pose data collection. Subsequently, we utilize a photometer to assess the
ambient lighting conditions. In scenarios requiring additional facial illumination,
artificial lighting is strategically employed. Finally, the laptop triggers the camera
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and sensor programs, initiating the recording of both event streams and pose
data.

2 Evaluation metrics

We compared our method with state-of-the-art HPE approaches, utilizing two
metrics: Mean Absolute Error (MAE) and Mean Absolute Error Vector (MAEV).
MAE is the standard metric for assessing the performance in HPE tasks. As-
suming a set of ground truth Euler angles {P, Y,R} and the predicted angles
from the model as {P̂ , Ŷ , R̂}, then MAE is defined as:

MAE =
1

3
(|P − P̂ |+ |Y − Ŷ |+ |R− R̂|). (1)

MAEV is a metric for evaluating the representation of rotation matrices. As-
suming the reference rotation matrix representation is R = [m1,m2,m3] and the
predicted rotation matrix from the model is R̂ = [m̂1, m̂2, m̂3], then MAEV is
defined as:

MAEV =
1

3

3∑
i=1

∥mi − m̂i∥1. (2)

3 More description for the loss calculation

In Sec. 4.4 of the main document, we introduced two functions fGS() and fR→E ()
for loss calculation. Here we present description with more details about them.

fGS represents the Gram-Schmidt mapping [?] [1]. Mathematically, it can be
formulated as:

fGS

 | |
p1 p2
| |

 =

 | | |
q1 q2 q3
| | |

 , (3)

q1 =
p1

∥ p1 ∥
, q2 =

s2
∥ s2 ∥

, q3 = q1 × q2, (4)

s2 = p2 − (q1 · p2)q1, (5)

where the vectors p1, p2 are the retained column vectors of the matrix, while
q1, q2, q3 represent the column vectors after the mapping. The term s2 denotes
an intermediate variable, with the specific calculation process illustrated in the
equations.

fR→E (R) represents the conversion from the rotation matrix to Euler angles,
which can be formulated as:

fR→E (R) = (x, y, z) = (Pitch, Y aw,Roll) , (6)
x = arctan 2(R21, R22), z = arctan 2(R10, R00), (7)

y = arctan 2(−R20, sy), sy =
√
R2

00 +R2
10, (8)
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Table 1: Quantitative comparison of our method against other HPE methods with
event-generated grayscale images as input on the Prophesee-HP dataset. The best
results are highlighted in bold.

Method Input Euler angle errors Vector errors

(10ms) Pitch Yaw Roll MAE Left Down Front MAEV

HopeNet [3] Grayscale 11.51 11.90 7.30 10.24 15.67 14.76 18.23 16.22
FSA-Net [4] Grayscale 12.60 13.21 6.82 10.88 16.57 15.51 20.25 17.44
WHENet [6] Grayscale 11.21 11.00 7.59 9.93 15.23 14.70 17.32 15.75
6DRepNet [1] Grayscale 8.69 9.02 5.64 7.78 12.01 11.08 13.59 12.23
TokenHPE [5] Grayscale 14.04 14.64 6.89 11.86 17.60 17.13 22.81 19.18
Ours Event 6.00 7.47 4.55 6.01 9.89 8.20 10.49 9.53

Table 2: Quantitative comparison of our method against other HPE methods with
event-generated grayscale images as input on the Davis-HP dataset. The best results
are highlighted in bold.

Method Input Euler angle errors Vector errors

(10ms) Pitch Yaw Roll MAE Left Down Front MAEV

HopeNet [3] Grayscale 11.94 13.18 6.58 10.57 16.03 14.92 19.87 16.94
FSA-Net [4] Grayscale 12.45 13.08 6.28 10.60 15.83 15.17 20.17 17.06
WHENet [6] Grayscale 11.63 12.23 6.12 9.99 14.89 14.29 18.90 16.03
6DRepNet [1] Grayscale 9.98 10.72 5.80 8.83 13.43 12.47 16.21 14.04
TokenHPE [5] Grayscale 13.21 12.75 5.98 10.65 15.33 15.66 20.47 17.15
Ours Event 7.50 7.57 4.41 6.49 9.75 9.32 11.65 10.24

where R represents the rotation matrix, x, y, and z signify the Pitch, Yaw, and
Roll angles, respectively. Rij denotes the element in the ith row and jth column of
the rotation matrix R. The term sy signifies the singularity value, while arctan2
represents the arctangent of the ratio of two values.

4 Comparison against methods with grayscale input
generated from events

We present additional experiments comparing our event-based HPE method with
existing methods that rely on event-generated grayscale images as input. For
the existing methods, we utilized grayscale images reconstructed from event
data on the Prophesee-HP and Davis-HP datasets using the E2VID method [2].
Our approach, however, continues to directly process the raw event streams,
incorporating both temporal and spatial information.

Tab. 1 and Tab. 2 illustrate the performance comparison between our method
and existing HPE methods on both datasets. It’s important to note that existing
HPE methods use single-channel grayscale images generated from 10ms event
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Fig. 2: Qualitative HPE results for four scene sequences using 10ms event slices on the
Prophesee-HP dataset are demonstrated as follows: The leftmost column displays RGB
scene illustrations, capturing the volunteer scenarios. The middle column provides a
comparative analysis, contrasting the performance of existing Head Pose Estimation
methods with our newly proposed approach. Lastly, the rightmost column showcases
the actual angle labels.

slices as input. The results demonstrate that even though these grayscale-based
methods share similarities with traditional HPE approaches, they are still out-
performed by our method that leverages the richer information within the orig-
inal event streams. This superiority can be attributed to the inevitable loss of
information that occurs during the process of grayscale image reconstruction.

5 Additional qualitative results

We present additional qualitative results on the Prophesee-HP and Davis-HP
datasets, as shown in Fig. 2 and Fig. 3, respectively. These figures showcase
HPE estimations for a wider range of representative scenes within the datasets.
It is evident from the visualizations that our method consistently outperforms
other approaches by producing the most accurate estimations.

6 Event Representation

In our work, we convert asynchronous event streams from t− 1 to t into corre-
sponding voxel grids, denoted by Et−1→t ∈ RB×H×W , where B represents the
number of temporal bins, and H and W represent the height and width of the
grids [2] [7], respectively.
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Fig. 3: Qualitative HPE results for four scene sequences using 10ms event slices on
the Davis-HP dataset are demonstrated as follows: The leftmost column displays RGB
scene illustrations, capturing the volunteer scenarios. The middle column provides a
comparative analysis, contrasting the performance of existing Head Pose Estimation
methods with our newly proposed approach. Lastly, the rightmost column showcases
the actual angle labels.

V (x, y, t) =
∑
j

[pj · δ(xj − x) · δ(yj − y)·

((1− dt) · δ(ti − t) + dt · δ(ti + 1− t))]

(9)

where δ is the Kronecker delta and t∗j = (B−1)
tj−t0
∆T , where B is the number

of bins, ∆T is the time window of events, t0 is the time of the first event in the
window, ti = ⌊t∗j⌋, and dt = t∗j − ti.
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