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This supplementary material consists of a PDF file and a video to provide
more details of our method and additional results, organized as follows:

• The introduction of our task (video.mp4 00:00 ∼ 00:15).
• The pipeline of our method as in the main paper (video.mp4 00:15 ∼ 01:13).
• More scene registration and rendered video results on the GSReg dataset.

(video.mp4 01:13 ∼ 02:50).

We also give additional explanations aligned with the video and list below.

GS Point Cloud A GS Point Cloud B Ours GT

Fig. 1: More registration results on ScanNet-GSReg dataset.

† Corresponding author.
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A Implementation Details of GaussReg

In the coarse registration network, after data augmentation, we first normalize
the scale of input point clouds such that the volumes of their bounding boxes fall
between 10m3 and 50m3. It is noted that the point cloud from GS [1] is noisy, so
we take the 5-th and 95-th percentile of the data along each axis to determine the
bounding box of the point cloud. We set initial voxel size as 5cm to downsample
the point cloud. The voxel size is then doubled in each downsampling operation.
We leverage a KPConv version of Feature Pyramid Network (KPConv-FPN) [5],
which achieves a minimum resolution of 1/8. The coarsest level point features
are used for Superpoint Match whose resolution is 1/8. The finest level point
features are used for Point Match whose resolution is 1/2.

In the overlap image selection, in order to reduce the rendering time and
calculation time of the reprojection score, we render the depth map at 1/8 res-
olution in the second step of overlap image selection.

In the image-guided fine registration network, we adopt a Feature Pyramid
Network (FPN) [2]. The resolution of each stage is [1, 1/2, 1/4, 1/8, 1/16, 1/8,
1/4]. The number of feature channel of each stage is [8, 16, 32, 64, 128, 64, 32].
And then, we utilize the output feature maps at 1/4 resolution to reconstruct the
cost volume. The cost volume is regularized by a 3DCNN version of U-Net [3]
same as MVSNet [6]. In addition, we add a convolutional layer as feature head
to output the feature volume.

B More Registration Results on ScanNet-GSReg Dataset

In Figure 1, we present more results of scene registration in the form of point
cloud. Unlike traditional scanning point clouds, there is a lot of noise in point
clouds from GS. Despite the large amount of noise, our method can still yield
accurate registration results, which demonstrates the effectiveness of our method.

C More Registration Results on GSReg Dataset

Our GSReg dataset contains 6 indoor scenes and 4 outdoor scenes. GS of each
scene is reconstructed from 50 to 120 images. In Figure 2 and Figure 3, we
showcase the registration results of each scene in the form of point cloud. The
registration results produced by our GaussReg closely align with the ground
truth from HLoc [4]. It can be seen that our method exhibits strong generaliza-
tion capability in in-the-wild scenes.

D More Rendering Results of Gaussian Splatting Fusion

In our video, we present some rendered video results on the GSReg dataset to il-
lustrate the effectiveness of our gaussian splatting fusion and filtering. Thanks to
the accurate registration result of GaussReg, our GS fusion and filtering strategy
successfully merges the two GS models.
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GS Point Cloud A GS Point Cloud B Ours GT (from HLoc)

Fig. 2: Registration results on GSReg dataset (outdoor).
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GS Point Cloud A GS Point Cloud B Ours GT (from HLoc)

Fig. 3: Registration results on GSReg dataset (indoor).
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