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Abstract. The emergence of billion-parameter diffusion models such
as Stable Diffusion XL, Imagen, and DALL-E 3 has significantly pro-
pelled the domain of generative AI. However, their large-scale archi-
tecture presents challenges in fine-tuning and deployment due to high
resource demands and slow inference speed. This paper explores the rel-
atively unexplored yet promising realm of fine-tuning quantized diffusion
models. Our analysis revealed that the baseline neglects the distinct pat-
terns in model weights and the different roles throughout time steps
when finetuning the diffusion model. To address these limitations, we in-
troduce a novel memory-efficient fine-tuning method specifically designed
for quantized diffusion models, dubbed TuneQDM. Our approach intro-
duces quantization scales as separable functions to consider inter-channel
weight patterns. Then, it optimizes these scales in a timestep-specific
manner for effective reflection of the role of each time step. TuneQDM
achieves performance on par with its full-precision counterpart while si-
multaneously offering significant memory efficiency. Experimental results
demonstrate that our method consistently outperforms the baseline in
both single-/multi-subject generations, exhibiting high subject fidelity
and prompt fidelity comparable to the full precision model.
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1 Introduction

Diffusion models have been a de facto standard in generative models, especially
in image synthesis [6,16,34,40,44]. They are widely used in various applications,
such as image super-resolution [28,45], inpainting [31,50], and text-to-image gen-
eration [1, 7, 9, 40, 42]. However, their slow generation process and high memory
and computational requirements pose significant challenges for practical use.

With the emergence of billion-parameter diffusion models such as Stable
Diffusion XL [36], Imagen [44], and DALL-E 3 [3], the issues of slow inference and
computational load are becoming more pronounced. Recent studies have focused
on model quantization to address these concerns. Quantization [11,20,21,27,29,
46] is a key model compression technique that uses lower-bit representations (e.g.,
4-bit, 8-bit) for model parameters, thus drastically improving computational and
memory efficiency. Notably, PTQ4DM [46] has achieved 8-bit quantization in
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Fig. 1: Comparison between fine-tuning a full precision model and fine-
tuning a quantized diffusion model with the baseline. Unlike the fp model,
the baseline cannot achieve both prompt fidelity and subject fidelity simultaneously.
Up to 400 iterations, it retains high image quality but fails to accurately reflect refer-
ence features. After 500 iterations, the ocean disappears, and further training leads to
noticeable artifacts. Blue boxes indicate where the ocean is present, while red boxes
highlight areas where the ocean should be but is missing. A unique token, [V], is used
as an identifier describing images provided by users.

diffusion models by constructing a timestep-aware calibration dataset and Q-
Diffusion [29] has accomplished both 8-bit and 4-bit quantization by separating
the shortcut layer through activation analysis.

Given the growing role of diffusion models as vision foundation models, the
direct fine-tuning of quantized diffusion models for specific applications is an
unexplored yet highly impactful research direction. This approach is inspired
by recent developments in the large language model (LLM), where techniques
like Alpha Tuning, PreQuant, and PEQA [10, 22, 24] have been investigated for
fine-tuning quantized LLMs.

Building on the success of the LLM community, we developed a baseline for
fine-tuning quantized diffusion models. Leveraging publicly available quantized
checkpoints from Q-Diffusion, we trained the model using the PEQA method-
ology, commonly used for fine-tuning quantized LLMs. For fine-tuning diffusion
models, we utilized the common diffusion personalization technique, Dream-
Booth. Combining these three cutting-edge methods, we established a baseline
and observed its performance trend. As seen in Fig. 1, the baseline model pro-
duced unsatisfactory results in terms of either fidelity or quality. The generated
results either fail to reflect the concept of text prompt (e.g., ocean) or person-
alized categories denoted by an identifier token [V]. Moreover, image quality
degraded with more training iterations.

To understand the performance limitations, we first fine-tune the model and
compare the weight update patterns before and after quantization. Interestingly,
the distinct inter-channel patterns appear in the change ratio map between the
full-precision (fp) weight matrix and its fine-tuned version. Fig. 2 illustrates the
ratio map, highlighting the changes made by fine-tuning. Ideally, the ratio map
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Fig. 2: Weight change ratio after the fine-tuning. The left side describes the
weight change ratio of fp model and baseline in 2D image plots, and the right side
describes it in an inter-channel-wise boxplot. There is a clear difference between the
baseline and the fp model.

from the full-precision model should be the target. However, after quantization,
these maps are clearly different from those of the full-precision model. Inter-
channel patterns disappear in the baseline because the scale parameters, the
only parameter trainable in the baseline, vary only within the channel. As
observed in Fig. 2, the fp model shows distinct inter-channel patterns in weight
change ratio while the baseline fails to capture these weight updates effectively.

Secondly, we focus on timestep-aware training for fine-tuning quantized diffu-
sion models. Previous studies [1,4,26] discuss the significant role of timesteps in
diffusion training. It is known that during the denoising step of diffusion models,
intervals affecting content features differ from those affecting coarse features or
noise-cleaning. Therefore, we designed a method to separate the timesteps and
assign different roles to each timestep during fine-tuning.

To address these challenges, we propose a novel method for fine-tuning quan-
tized diffusion models called TuneQDM. Our method tackles the aforementioned
issues by (1) decomposing the quantization scales as separable functions to con-
sider inter-channel weight patterns and (2) fine-tuning these scales timestep-
wisely to reflect the role of the timestep. TuneQDM improves personalization
performance while preserving the memory and computational efficiency of quan-
tized diffusion models.

We evaluated our method on personalization (i.e. single-/multi-subject gen-
eration) and unconditional generation. The results demonstrate that our fine-
tuned model can generate images at a level comparable to full precision fine-
tuning on both personalization and unconditional generation. Compared to the
baseline, TuneQDM addresses issues such as degradation of text prompt and
subject fidelity. Particularly, even when fine-tuning the 4-bit (8× compressed)
model, we achieved performance levels similar to those of the full precision model.

In summary, our contributions are as follows: (1) We established a strong
baseline by combining existing state-of-the-art methods, identifying limitations,
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and observing performance trends. (2) We introduced a novel memory-efficient
fine-tuning method for quantized diffusion models named TuneQDM. By intro-
ducing a multi-channel-wise scale update, we addressed the issue of inter-channel
patterns during weight updates. Additionally, by fine-tuning independent scale
parameters for each timestep interval, we enabled the quantized diffusion model
to effectively reflect the role of each timestep interval. (3) TuneQDM achieves
both parameter efficiency and a substantial reduction in memory footprint dur-
ing fine-tuning. Experimental results demonstrate that our method consistently
outperforms the baseline in the single-/multi-subject generation, achieving high
subject fidelity and prompt fidelity comparable to the full precision model.

2 Related work

2.1 Quantizing diffusion model

Quantization reduces model complexity and enhances speed by representing
model weights with fewer bits. The two main approaches in quantization are
Quantization Aware Training (QAT, integrated during training) [8, 20, 21], and
Post-Training Quantization (PTQ, applied after model training) [2,14,19,29,33,
46,48,49].

Quantizing diffusion models tends to align well with PTQ [14, 29, 46] be-
cause diffusion models often serve as foundation models pre-trained on extensive
datasets, and retraining the entire model involves high computational overheads.
PTQ4DM [46] constructed a calibration dataset by considering the multi-step
process of the diffusion model, and Q-Diffusion [29] proposed a quantization
method that takes into account the shortcut connections in the UNet. PTQD [14]
decomposed the quantization noise and corrected it. However, research on fine-
tuning quantized diffusion models for downstream tasks has not yet been con-
ducted, and we are the first to fine-tune the quantized diffusion model for the
downstream task.

2.2 Personalizing diffusion model

Text-to-image (T2I) [3, 7, 36, 38, 44] generation has garnered significant atten-
tion for its ability to produce diverse and realistic images in response to textual
prompts. While large models trained on extensive text and image-paired datasets
excel in general tasks, they often face difficulties in generating highly personal-
ized or novel images aligned with specific user concepts. Personalization emerges
as a prominent downstream task for general diffusion models, aiming to tailor the
models to individual preferences or user-defined concepts for image generation.

The users provide several image examples representing the personal concept,
while additional scene components, such as backgrounds or attributes, are de-
fined through textual prompts. Textual Inversion [9] proposed an optimization
approach for word embeddings that effectively represents a given image. Mean-
while, DreamBooth [42] employs the strategy of fine-tuning a pre-trained model
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to generate images with a novel perspective of the input target. Custom Diffu-
sion [23] introduces the fine-tuning of only the key and value components of the
cross-attention layer, enabling multi-subject image generation.

2.3 Parameter-efficient fine-tuning

Fine-tuning enables pretrained models to be adapted to specific tasks. How-
ever, full model fine-tuning requires significant computational resources. As an
alternative to full fine-tuning, parameter-efficient fine-tuning methods have been
proposed, where most of the model’s parameters are frozen, and only a subset is
updated. Adapter modules [17, 30, 39, 41] suggest inserting task-specific param-
eters within pretrained model layers. LoRA [18, 43] represents the gap between
fully fine-tuned weights and pretrained weights as low-rank matrices, allowing
the addition of trainable weights for task adaptation while preserving the pre-
trained weights.

However, parameter-efficient fine-tuning methods still struggle to handle a
vast number of parameters and are less suitable for scenarios requiring smaller
model sizes, such as low-power mobile devices [37,47]. Recently, methods for fine-
tuning quantized models have been proposed. In the field of LLMs, QLoRA [5]
proposed a low-rank adaptor applicable to quantized LLMs, while PEQA [22]
suggested updating scale parameters while freezing quantized weights. Prequant
[10] and OWQ [25] performed task-agnostic quantization followed by tuning a
small subset of weights. Our method applies this concept to fine-tuning diffusion
models and demonstrates its effectiveness in personalization and unconditional
generation.

3 Motivation

The recent success of large-scale foundation models has led to their widespread
adoption in numerous downstream tasks. In the field of computer vision, the dif-
fusion model has emerged as a representative foundation model and is popularly
used in various fields such as personalized generation, 3D generation combined
with NeRF [32], and improving discriminative model training, leveraging models
like Stable Diffusion [40] or Imagen [44]. As foundation models expand exponen-
tially in scale over time, it has led to a growing interest in fine-tuning reduced
(a.k.a., quantized) foundation models for specific downstream tasks. This con-
cept has been actively explored in the natural language processing field using
LLMs. In this study, we are the first to apply the same philosophy to the vi-
sion foundation model, the diffusion model. We specifically introduce a new
problem of directly applying quantized diffusion models to a key downstream
task–personalization.
Advantages of fine-tuning quantized diffusion model. Diffusion models
have increasingly utilized larger UNets to improve image quality. For example,
the Stable Diffusion model has expanded to 2.6 billion parameters in its SDXL
variant. Similarly, Imagen’s model has grown to 3 billion, while DALL-E 2 has
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Traditional Scenario of Utilizing Pretrained Models: Existing Methods
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Scenario of Utilizing Quantized Pretrained Models: Ours
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Task Switching: Hard
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Fig. 3: Scenario of utilizing quantized pretrained models. Above: Full model
is loaded and fine-tuned. Below: Quantized model is loaded and used. As the model
sizes increase, fine-tuning requires significant computational cost. Therefore, directly
fine-tuning the quantized model offers various efficiency advantages for users.

escalated to 5.5 billion parameters. This upward trend in the sizes of foundation
models raises concerns about the efficiency of deploying and utilizing pretrained
diffusion models.

To align with this trend, we introduce the concept of fine-tuning quantized
diffusion models. As described in Fig 3, directly fine-tuning quantized diffusion
models for downstream tasks offers several advantages. First, quantized check-
points require significantly less memory storage, DRAM, and fewer trainable pa-
rameters than their full-precision weights. Besides, we store only the scale param-
eters per dataset (∼ 3MB) and reuse the quantized checkpoint across different
datasets. This approach eliminates the need for separate quantization processes
(i.e., PTQ) for each dataset and task, which is particularly time-consuming for
diffusion models. Finally, the computational costs for deployment are substan-
tially reduced compared to their full-precision counterparts.

4 Methodology

In this section, we propose a memory-efficient fine-tuning method using quan-
tized diffusion models. We first provide a brief overview of uniform quantization
and introduce the baseline using the PEQA technique. Then, we analyze the
challenges of the baseline method and propose our solutions. Finally, we intro-
duce TuneQDM.

4.1 Post-training quantization

Post-training quantization is the prevalent method to quantize the model weights
with low precision. In this paper, we utilize the hardware-friendly quantization
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method, uniform quantization. For a given full-precision model’s weight matrix
Wf , the quantization and de-quantization operation can be expressed as:

Wq = clamp
(
round

(Wf

s

)
+ z, 0, 2b − 1

)
, (1)

Ŵf = s · (Wq − z), (2)

where Wq and Ŵf represent the quantized weight indices and de-quantized
weight matrix, respectively. Here, s, z, and b are per-channel scaling factors, zero
points, and number of bits, respectively. The function round(·) and clamp(·, a, b)
are used for rounding and clamping within the range [a, b].

4.2 Baseline

We have constructed a baseline by applying PEQA, a method for fine-tuning
quantized LLMs, to quantized diffusion models. PEQA involves freezing the
weight integers in the quantized pretrained model and updating only the quan-
tization scale for fine-tuning. Through PEQA, the fine-tuned weight Wtuned can
be expressed as follows:

Wtuned = (s+∆s) · (Wq − z) (3)

= (s+∆s) ·
(
clamp

(
round

(Wf

s

)
+ z, 0, 2b − 1

)
− z

)
. (4)

Here, only s is trainable, while the other parameters remain frozen. The
weight indices, scale, and zero-point parameters are initialized using the quan-
tized diffusion model checkpoint (i.e., Q-Diffusion).
Limitation of baseline. During our experiments with the baseline, we iden-
tified two key issues in the fine-tuning process of the quantized model: (P1)
Weight update across channels: As depicted in Fig. 2, weight updates dur-
ing the fine-tuning should occur independently of the channels. However, in the
baseline approach, only the intra-channel-wise scale parameters are updated,
restricting changes in the inter-channel components of the weight matrix. This
limitation is observed consistently in both linear and conv2d layers. (P2) Lim-
ited capacity to learn denoising timestep variability: The role of the UNet
architecture in the diffusion model varies depending on the denoising timestep.
However, we found that the baseline’s capacity to learn these variations is lim-
ited. Even with extended training iterations, the output images that are not
exactly the same with target images. There are often some quality degradation
or difference in details.

4.3 Multi-channel-wise scale update

To address the aforementioned issue (P1), we propose the multi-channel-wise
scale update method. Given the quantized weight Wq ∈ Rn×m (for conv2d layers,
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Fig. 4: Multi-channel-wise-scale. Left: Our method requires quantization to be per-
formed only once on a pretrained model, enabling subsequent fine-tuning across various
tasks without large computation costs. Right: When switching tasks, the scale pairs
should be switched together. This simplifies task switching and allows the quantized
model to be easily adapted to different tasks.

Wq ∈ Rn×m×k×k), and the intra per-channel quantization scale sout ∈ Rm, we
define the inter per-channel quantization scale sin ∈ Rn. Subsequently, while
freezing the quantized integer values Wq, we only fine-tune sin and sout. The
fine-tuned weights Wtuned for downstream task are expressed as:

Wtuned = (sout +∆sout) · (W ∗
q − z∗) · (sin +∆sin). (5)

Here, ∆sin ∈ Rn and ∆sout ∈ Rm represent the gradient updates generated
during fine-tuning for the downstream task. * indicates the frozen parameters.

The multi-channel-wise scale update is a memory-efficient fine-tuning method
directly applicable to quantized diffusion models. It requires only (m+n) train-
able parameters, as opposed to the full weight matrix Wf , making it parameter-
efficient. Moreover, as Wq and z remain fixed, adjusting only (sout +∆sout) and
(sin + ∆sin) values allows for easy application to other downstream tasks, fa-
cilitating task switching. While the baseline represents a specific case with all
elements of sin being 1 and frozen, our method can be considered as a gener-
alized approach. The overall process of the multi-channel-wise scale update is
illustrated in Fig 4.

4.4 Timestep-aware scale update strategy

To address the issue (P2), we propose a timestep-aware scale update strategy.
P2weighting [4] elucidates the varied contributions of training timesteps to image
generation. Similarly, e-Diffi [1] and MEME [26] enhance text-to-image gener-
ation performance by employing multi-expert models that adapt based on the
training timesteps.
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Inspired by the above-mentioned approaches, we independently fine-tune
quantization scales for each timestep to update multi-experts. Assuming we pro-
pose n experts, we uniformly divide the timestep interval into n segments. For
each segment, we clone and update quantization scales separately. After train-
ing, we obtain n optimized quantization scales Si for each timestep interval Ii:

Sn = {s1, s2, . . . , sn}, In = {Ii|(
i× t

n
,
(i+ 1)× T

n
)} for i = 1 . . . n, (6)

where T is the total denoising steps. Our approach is much more memory-efficient
compared to conventional methods that train full models to create multi-experts
because we only update scale parameters. During inference, the quantized integer
values remain fixed, and only the scale parameters switch according to each
timestep.

Algorithm 1 TuneQDM pipeline

Require: Quantized model weight set {W (l)
q }Ll=1, Number of layer L

Require: Quantization parameter set {(s, z)l}Ll=1

Require: Number of expert N and number of denoising step T
Require: Training dataset {(x, c, t)}Mm=1, x, c, t are the noisy image, condition

timestep, repectively.
1: for l = 1 : L do
2: for n = 1 : N do
3: Initialize intra-channel scale sintra ∼ N (1, 0.01)
4: end for
5: end for
6: Freeze Wq and set only s and sintra are trainable
7: for training epoch do
8: for (x, c, t) in train dataset do
9: Expert index i← ⌊ t∗N

T
⌋

10: Update i-th expert s and sintra for each layer l.
11: end for
12: end for
13: return Fine-tuned inter/intra-channel scale parameters {(s, sintra)l}Ll=1

4.5 Memory-efficient fine-tuning for quantized diffusion model

We propose TuneQDM, a novel fine-tuning method for quantized diffusion mod-
els. The overall pipeline is outlined in Algorithm 1. This method supports the
previously introduced multi-channel-wise scale update and timestep-aware scale
update strategies.

Firstly, we initialize the weights and quantization parameters using the quan-
tized diffusion checkpoint and initialize the multi-channel-wise scales. Then, we
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Table 1: Quantitative comparison of single-subject generation.

Method Bits(W) Size # Params DINO-I CLIP-I CLIP-T

Full prec. 32 3.20GB 859M 0.431 0.746 0.316

Baseline 4 0.40GB + 1.32MB 0.33M 0.519 0.787 0.313
TuneQDM 4 0.40GB + 2.48MB 0.62M 0.551 (+6.16%) 0.802 (+1.91%) 0.306 (−2.23%)

Baseline 8 0.80GB + 1.32MB 0.33M 0.581 0.824 0.300
TuneQDM 8 0.80GB + 2.48MB 0.62M 0.578 (−0.52%) 0.816 (−0.97%) 0.307 (+2.33%)

fine-tune the quantized model with the downstream task’s loss function. If the
timestep-aware scale update strategy is employed, additional training is con-
ducted according to the timestep interval.

This systematic approach integrates key strategies such as multi-channel-wise
scale update and timestep-aware scale update to optimize model performance
for downstream tasks.

5 Experiments

In this section, we evaluate the performance of the TuneQDM across various
tasks (i.e., single-, multi-subject and unconditional generation. Unless specified
otherwise, we utilize the DDIM sampler with η = 0 and 50 steps for single-
subject generation, and 100 steps for multi-subject and unconditional generation.
Implementation details can be found in the supplementary material.

5.1 Main results

Comparison on single-subject generation. Table 1 and Fig. 5 show the
quantitative and qualitative comparison between our TuneQDM, fp and the
baseline models. For quantitative evaluation, we assess both image and prompt
fidelity. Image fidelity is measured using the CLIP [15], and DINO [35] image
similarity. Prompt fidelity is evaluated using the CLIP text-to-image similarity.

In the 8-bit setting, the difference between TuneQDM and the baseline
model is minimal. However, in the 4-bit setting, TuneQDM outperforms the
baseline model in subject fidelity while maintaining a similar level of prompt
fidelity. Specifically, we highlight that, as mentioned in previous studies [12,42],
DINO-I better reflects prompt fidelity. This can be more clearly observed through
qualitative comparison.

As shown in Fig. 5, TuneQDM consistently outperforms the baseline by gen-
erating images that more accurately reflect both subject features and prompts.
In the 4-bit setting, TuneQDM significantly performs better in accurately rep-
resenting subject features compared to the baseline (row 1, 3, 4). In row 2,
TuneQDM effectively reflects the prompt (i.e., the swimming pool) into the im-
age, unlike the baseline model. Moreover, TuneQDM often produces higher
quality images than baseline. Compared to the fp model, TuneQDM achieves
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Prompt: A photo of [V] dog in a swimming pool

Prompt: A photo of [V] cat in Lego style

Prompt: A photo of [V] stuffed animal in a bucket

Prompt: A photo of [V] dog on the beach

Prompt: A photo of [V] cat wearing sunglasses

Prompt: A photo of [V] stuffed animal in Lego style

Prompt: A photo of [V] backpack on Mars

Full Prec. TuneQDM
(8bits)

Baseline 
(8bits)

Reference Full Prec. TuneQDM
(4bits)

Baseline 
(4bits)

Prompt: A photo of [V] backpack in a swimming pool

Fig. 5: Qualitative comparisons of single-subject generation. We compared
the fp model, TuneQDM, and baseline that fine-tuned on the target images. Subject
fidelity and prompt fidelity were assessed for images generated by both TuneQDM and
the baseline.

similar results despite using a ×8 compressed quantization model with much
fewer parameters.
Comparison on multi-subject generation Table 2 and Fig. 6 summarize the
quantitative and qualitative comparison results. The baseline model frequently
fails to reflect the features of the subjects and the prompt. In contrast, TuneQDM
successfully captures both the subjects’ features and the prompt. As shown in
Table 2, while DINO-I and CLIP-I scores are nearly identical, TuneQDM shows
a higher CLIP-T score. However, both the baseline and TuneQDM show a
performance drop compared to the fp model.

In Fig. 6, the differences between each model are more evident. In row 1,
TuneQDM effectively captures the features of both the “[V1] cat” and the “[V2]
pot”, whereas the baseline fails to represent the characteristics of the “[V1] cat”.
In row 2, the baseline does not depict the “[V2] sofa” at all, while TuneQDM
successfully represents the features of both the “[V1] cat” and the “[V2] sofa”.
However, there were some cases where TuneQDM cannot perfectly reflect both
prompt and subject fidelity. In multi-subject generation, which requires learning
two concepts simultaneously, there was a slight performance gap compared to
the fp model, unlike in single-subject generation. More qualitative results can
be found in the supplementary material.
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Table 2: Quantitative comparison of multi-subject generation.

Method Bits(W) Size # Params DINO-I CLIP-I CLIP-T

Full prec. 32 3.20GB 859M 0.345 0.706 0.304

Baseline 4 0.40GB + 1.32MB 0.33M 0.275 0.677 0.314
TuneQDM 4 0.40GB + 2.48MB 0.62M 0.276 (+0.36%) 0.675 (−0.30%) 0.317 (+0.96%)

Baseline 8 0.80GB + 1.32MB 0.33M 0.330 0.704 0.286
TuneQDM 8 0.80GB + 2.48MB 0.62M 0.329 (−0.30%) 0.708 (+0.57%) 0.295 (+3.15%)

Reference Full Prec. TuneQDM (8bits) Baseline (8bits)

Prompt: The [V1] cat sculture in the style of a [V2] pot[V1], [V2] 

Prompt: A [V1] cat sitting on a [V2] sofa in style of van gogh[V1], [V2] 

Fig. 6: Qualitative comparisons of multi-subject generation. The images gen-
erated by TuneQDM exhibit excellent quality by capturing details effectively and re-
flecting the prompts and subject features accurately.

Comparison on unconditional generation To evaluate the performance of
TuneQDM for tasks other than personalization, we conducted fine-tuning to
enhance the original purpose of the quantized diffusion model, similar to the
previous study [13]. For this, we tested the performance on unconditional gener-
ation using the CIFAR-10 dataset. For this task, we compared our method with
the baseline and QLoRA. The performance of diffusion models is evaluated with
Inception Score(IS) and Fréchet inception distance(FID). As shown in Table
3, the baseline performed similarly to QLoRA, while TuneQDM outperformed
QLoRA in both metrics with fewer parameters.
User study. To evaluate prompt and subject fidelity accurately, we conducted a
user study. As shown in Fig. 7, TuneQDM exhibits slightly lower subject fidelity
but significantly higher prompt fidelity compared to the baseline in single-subject
generation. In a multi-subject generation, TuneQDM shows slightly higher fi-
delity in both subject and prompt fidelity. As known from previous research [23],
prompt and subject fidelity generally have a trade-off relationship. Therefore,
achieving better performance in both prompt and subject, even with slight dif-
ferences, signifies a meaningful performance improvement. Experimental details
can be found in the supplementary material.
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Table 3: Performance comparison of fine-tuned quantized diffusion models
on CIFAR-10 32 × 32.

Model Bits Model Size # Params IS FID

Full Prec. 32 143.1MB 35.8M 9.00 4.53

Q-Diffusion 8 35.8MB - 8.97 4.45
+ QLoRA (r=32) 8 35.8MB 8.64M 9.03 4.30
+ QLoRA (r=2) 8 35.8MB 0.57M 9.03 4.15
+ Baseline 8 35.8MB 0.03M 8.96 4.39
+ TuneQDM 8 35.8MB 0.13M 9.17 3.80

TuneQDM Baseline

44.1% 55.9%
Subject
fidelity

Prompt
fidelity

73.8% 26.2%

(a) Single-subject generation

TuneQDM Baseline

54.5% 45.5%
Subject
fidelity

Prompt
fidelity

54.7% 45.3%

(b) Multi-subject generation

Fig. 7: User study. All models are 4-bit quantized diffusion models.

5.2 Analysis

Ablation study. To assess the impact of each component, we conducted ab-
lation studies. As shown in Table 4, applying multi-channel-wise scale update
(MCSU) and Timestep-aware scale update (TAS) with two experts to the base-
line achieved the best performance in terms of FID. There was an improvement
in performance when each component was applied.
Limitation. As shown in Fig 8, our method has several failure cases. In a multi-
subject generation, there were some cases where only one subject was reflected,
or the prompt was not reflected. The first row shows cases where the full precision
model also failed to reflect the subjects (case 1). As shown in the second row,
there were cases where subjects were well reflected in the full precision model but
not in the quantized model (case 2). Case 1 can be attributed to the limitations of
the personalization methodology, whereas case 2 specifically occurs when using
the quantized model, indicating the need for additional solutions to address this
problem.

6 Conclusion

This paper addressed the problem of the fine-tuning of quantized diffusion mod-
els for the first time. Inspired by the unique characteristics of diffusion models,
we proposed TuneQDM, a memory-efficient fine-tuning method for quantized
models. Our approach represents scales as separable functions to account for
weight update patterns and customizes quantization scales for distinct intervals,



14 Ryu et al.

Table 4: Ablation study. Results showing the impact of MCSU and TAS on IS and
FID.

Model Bits MCSU TAS IS FID

Full Prec. 32 - - 9.00 4.53

Baseline 8 ✗ 1 8.96 4.39

8 ✗ 2 9.19 4.24
8 ✗ 4 9.03 4.25

TuneQDM 8 ✓ 1 8.97 4.33
8 ✓ 2 9.17 3.80
8 ✓ 4 9.02 4.15

Target images Full Prec. TuneQDM

[V1], [V2]

A [v1] dog wearing red [v2]

A [v1] dog with [V2] headphones in style of van gogh

Fig. 8: Failure cases. Above: Both the fp and TuneQDM models fail to accurately
reflect the prompt. Below: The fp model successfully captures both the subject and
prompt, while TuneQDM does not.

effectively enhancing model capacity with minimal memory overhead. TuneQDM
achieves both parameter efficiency and a substantial reduction in memory foot-
print during fine-tuning. Our experimental results demonstrate that our method
achieves high subject fidelity and prompt fidelity while mitigating overfitting,
significantly outperforming the baseline approach.

We believe fine-tuning the low-precision vision foundation models, the quan-
tized diffusion models, holds great potential for diverse computer vision applica-
tions, alleviating slow inference and resource demands. This work can facilitate
the practical deployment of diffusion models in real-world computer vision sce-
narios.
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