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Abstract. In this work, we investigate the understudied effect of the
training data used for image super-resolution (SR). Most commonly,
novel SR methods are developed and benchmarked on common train-
ing datasets such as DIV2K and DF2K. However, we investigate and
rethink the training data from the perspectives of diversity and quality,
thereby addressing the question of “How important is SR training for
SR models?”. To this end, we propose an automated image evaluation
pipeline. With this, we stratify existing high-resolution image datasets
and larger-scale image datasets such as ImageNet and PASS to com-
pare their performances. We find that datasets with (i) low compression
artifacts, (ii) high within-image diversity as judged by the number of
different objects, and (iii) a large number of images from ImageNet or
PASS all positively affect SR performance. We hope that the proposed
simple-yet-effective dataset curation pipeline will inform the construc-
tion of SR datasets in the future and yield overall better models. Code
is available at: https://github.com/gohtanii/DiverSeg-dataset

Keywords: Super-resolution dataset · Image compression · Image di-
versity

1 Introduction

Image super-resolution (SR) aims to reconstruct high-resolution images from
low-resolution images. It has been considered as one of the most fundamental
tasks in the field of computer vision, with applications ranging from autonomous
driving to medical imaging. Deep learning methods have led to significant ad-
vances in SR over the last decade, focusing primarily on improvements in the
neural network architectures. Early SR models rely on convolutional neural net-
works (CNNs) [9,10,12,14,20,26,28,29,35–37]. Recent innovations have given rise
to transformer-based SR models [5, 6, 16, 19, 33, 34, 42], which have consistently
improved the performances.
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Fig. 1: We propose an automated image evaluation pipeline to curate a dataset for
training SR models. The obtained dataset, namely DiverSeg, consists of low-resolution
but high-quality images with many object regions. SR models trained on DiverSeg
outperform those trained on high-resolution image datasets such as DF2K and LSDIR.

With the improvement of neural network architectures, the importance of
training datasets has also increased, as discussed in [17]. Examples of high-
resolution datasets include DIV2K [1] and Flickr2K [27]. The combined dataset
of these two, referred to as DF2K, is often utilized for training SR models. Most
recently, LSDIR [17] has been proposed, which consists of 84,991 high-resolution
images. It has been confirmed that training on large high-resolution datasets
contributes significantly to performance improvement [18,19,29,38,42]

The conventional approach to constructing datasets relies on a manual evalu-
ation step, where the following two perspectives are most commonly considered:

1. Resolution and quality [17, 31]. This perspective focuses on the pixel
density of images. Images that do not meet the specified resolution threshold
are excluded. Typically, HD, 2K, and 4K images are used to create a dataset.
After the initial automatic filtering based on image size, the details of each
image are manually evaluated to identify and exclude compressed images.

2. Variety and diversity [15]. This includes diversity in subjects (e.g., peo-
ple, landscapes, urban scenes), lighting conditions, colors, textures, and other
photographic elements. A diverse dataset is said to help train a model that
is robust and performs well across a wide range of domains.

Datasets constructed from these perspectives have been shown to significantly
improve the performance of SR models. However, they also pose challenges in
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scaling the datasets, as collecting uncompressed high-resolution images is diffi-
cult and costly.

To address this limitation, this paper rethinks these perspectives and pro-
poses Diverse Segmentation dataset (DiverSeg) , a low-resolution1 yet effective
image dataset for training SR models. As shown in Figure 1, the dataset is
constructed by applying filtering to a large set of low-resolution images, such
as ImageNet-1k [8] and PASS [2]. In experiments, we demonstrate that models
trained on DiverSeg outperform those trained on high-resolution image datasets
such as DF2K and LSDIR. Based on this finding, our contributions are summa-
rized as follows.

1) Rethinking the resolution perspective. High-resolution images have
been considered to be necessary for training SR models. In this work, we chal-
lenge this traditional perspective and show that SR models can be trained with-
out high-resolution images. Specifically, we introduce a method to estimate im-
age quality based on the kernel density estimation over blockiness values [4] that
estimates the quantity distribution of blocking artifacts. We demonstrate that
low-resolution images with high quality, indicated by reduced artifacts, can im-
prove the performance of SR models. We also thoroughly analyze the impact of
image quality on SR performance.

2) Rethinking the diversity perspective. When constructing datasets for
training SR models, images containing only a small number of objects are often
implicitly excluded during the manual resolution evaluation process. This is be-
cause evaluators typically focus on the details of objects or small objects in the
images. Therefore, we explicitly calculate the number of objects in images and
analyze how this number affects SR performance. In our experiments, we show
that constructing datasets with images containing many objects improves the
performance of SR models.

3) Dataset construction. To facilitate analysis from the above two perspec-
tives, we introduce a framework that automatically creates a dataset from a set
of low-resolution images collected from the web. Specifically, the framework con-
sists of two steps, source selection and object-based filtering, which correspond
to the first and second perspectives, respectively. Our framework eliminates the
need for manual assessment, facilitating dataset scaling. In the first step, given
several low-resolution image datasets, we estimate the image quality of them
through their blockiness distributions and select datasets with quality larger
than 90%. In the second step, we filter out images with a small number of object
regions by using object detection and image segmentation models. The filtered
dataset, which we refer to as the DiverSeg dataset, is utilized for training various
SR models in our experiments. We apply our framework to a union set of Ima-
geNet, Places365, and PASS to construct the DiverSeg dataset. We demonstrate
that SR models trained on DiverSeg archive state-of-the-art performance.

1 We define images with a resolution lower than HD as low-resolution images.
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2 Related Work

2.1 Image super-resolution models

A number of SR models have been proposed that take advantage of deep learning
techniques. These models can be divided into two groups, CNN-based models [9,
10,12,14,20,26,28,29,35–37] and Transformer-based models [5,6,16,19,33,34,42].
Each group exploits different architectural strengths to enhance low-resolution
images to high resolution.
CNN-based models. SRCNN [9] was the first model that integrates a deep
convolutional architecture for SR. Subsequently, FSRCNN [10] significantly im-
proved computational efficiency by performing convolutional processing in low
resolution space and upsampling in the last layer. Furthermore, ESPCN [26]
adopted an efficient upsampling method, sub-pixel convolution, to enhance per-
formance while reducing computational costs. These methods established the
basic structure of modern SR networks and laid the foundation for subsequent
research developments. Later studies introduced various modules such as resid-
ual connections [12, 14, 20, 29], dense blocks [28, 29, 37], and attention mech-
anisms [7, 35, 36]. EDSR [20] eliminated batch normalization layers and intro-
duced residual scaling to enable stable training of large models. MSRResNet [29]
replaced the basic ResNet blocks with residual dense blocks to improve the bal-
ance between performance and computational efficiency. RCAN [36] incorporated
channel attention mechanisms to adaptively weight feature representations, sig-
nificantly enhancing SR performance.
Transformer-based models. As the first Transformer-based image restoration
model, IPT [5] was introduced as a large-scale model utilizing the Transformer’s
encoder and decoder architecture. By pre-training on ImageNet, IPT signifi-
cantly improved SR performance, fully leveraging the capabilities of the Trans-
former. SwinIR [19] executes self-attention within local windows during feature
extraction, demonstrating exceptional SR performance and establishing itself
as the foundational model for Transformers in SR. Following this, models that
build upon SwinIR have been developed [6,33,34,42], enhancing performance by
extending and optimizing the self-attention mechanism. Among them, HAT [6]
achieves state-of-the-art performance in SR by using a duplicated cross-attention
module and pre-training on ImageNet. However, there may be potential for im-
provement, as ImageNet is primarily an image recognition dataset and may not
be fully optimized for SR.

2.2 Image super-resolution datasets

T91 [30] and BSDS200 [22] are early datasets used to train SR models, consist-
ing of 91 and 200 images, respectively. The turning point in training datasets
was ushered by the release of DIV2K [1], a compilation of 800 high-resolution
images with minimal compression noise meticulously collected from the web.
Subsequently, to accommodate the further scaling of the model, Flickr2K [27],
consisting of 2,650 high-resolution images, is merged into DIV2K and is referred
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Fig. 2: Images of DiverSeg with their segmentation masks. DiverSeg is obtained from
a large set of low-resolution images through the automated image evaluation pipeline.

to as DF2K. In recent years, to further expand the scale of SR datasets, datasets
larger than DF2K have been released, such as LSDIR [17], comprising 84,991 im-
ages and HQ-50K [31] consisting of 50,000 images. These datasets persistently
adhere to stringent criteria, ensuring high resolution and negligible compression
noise in the imagery. However, since collecting images that meet the aforemen-
tioned conditions is quite challenging, these datasets still consist of only tens of
thousands of images. In contrast, several approaches [5, 6, 16] adopt ImageNet,
also known as ImageNet-1k, which consists of 1.28M images spanning diverse
categories. These approaches leverage the diversity of texture patterns in Ima-
geNet as an advantage. Nevertheless, ImageNet is pointed out to contain some
images having low-resolution and JPEG-compression artifacts, which adversely
affect the training results.

3 DiverSeg dataset

This section presents Diverse Segmentation dataset (DiverSeg), our dataset for
training SR models without using high-resolution images. As shown in Figure 2,
the DiverSeg dataset consists of low-resolution but high-quality images with
diverse segmented object regions. The framework for constructing the dataset
consists of two steps, source selection and object-based filtering, which are de-
signed from our perspective of rethinking resolution and diversity, respectively.
Our approach eliminates the manual cost of collecting and quality-checking high-
resolution images.

3.1 Source selection

Let X be a set of low-resolution image datasets. This step filters out low-quality
datasets by estimating the quality q̂X ∈ [0, 1] for each dataset X ∈ X and
excluding those with q̂X < 0.9, under the assumption that low-quality images are
detrimental when training SR models. We introduce a quality estimation method
based on the Kullback–Leibler (KL) divergence between blockiness distributions
as detailed below.
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Fig. 3: Comparison of image degradation due to JPEG quality(blue). Blockiness values
calculated from the images are marked. As the JPEG quality decreases and artifacts
increase, we observe a corresponding rise in blockiness values.

Fig. 4: (a) Blockiness distributions pX,1.0 for X = ImageNet-1k,Places365 and PASS.
(b) Basis distributions pZ,q for Z = DF2K and q = 0.5, 0.75, 0.85, 0.95, 1.0. We estimate
the quality by comparing pX,1.0 and pZ,q using the KL divergence.

Image datasets. This work uses three web-collected low-resolution datasets
X = {ImageNet-1k,Places365,PASS}. Training SR models on them is not straight-
forward because they may include highly compressed images that negatively
affect training of SR models.
Quality definition. Let Y be a dataset of JPEG images. We define the quality
qY by the average JPEG quality, i.e., qY ≜ 1

|Y |
∑

y∈Y Q(y) where 0 ≤ Q(y) ≤ 1

is the JPEG quality of an image y. The goal of quality estimation is to estimate
qX given a dataset X. Note that in the estimation phase, datasets may include
images other format than JPEG and the true quality qX is not observable.
Blockiness distribution. To estimate the quality, we utilize the blockiness
measure [4]. Specifically, for each image dataset X ∈ X , we estimate the dis-
tribution of blockiness values pX,q(b) by kernel density estimation as follows:

pX,q(b) =
1

h|X|
∑
x∈X

K

(
b−B(ϕq(x))

h

)
, (1)

where x is an image, ϕq is the JPEG compression function, q ∈ [0, 1] is a quality
value, K : R → R is a Gaussian kernel, and h ∈ R is the bandwidth determined
by Scott’s method. The function B is the blockiness measure that measures the
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quantity of blocking artifacts by computing subband DCT coefficients. Specifi-
cally, B is defined on images that are decomposed into P ×P patches as follows:

B(x) =

P∑
i=1

P∑
j=1

∣∣∣∣ V̄crop(i, j)− V̄ (i, j)

V̄ (i, j)

∣∣∣∣ , V̄ (i, j) =
1

WH

H∑
h=1

W∑
w=1

Vw,h(i, j) (2)

where W,H are the width and height of an image x, Vw,h(i, j) is the variation
in the (i, j)-th subband DCT coefficients within the (h,w)-th patch being calcu-
lated and its four spatially adjacent patches. Vcrop(i, j) is the variation calculated
similarly to Vw,h(i, j) for the given image with the first 4 rows and 4 columns
removed. V̄ and V̄crop are the average variations of Vw,h(i, j) and Vcrop(i, j) cal-
culated for each patch, respectively. This work uses P = 8. The blockiness value
B(x) is expected to be low for uncompressed images and high for compressed
images as shown in Figure 3.
Quality estimation. We estimate the quality by comparing pX,1.0 with {pZ,q}q∈S ,
where pZ,q is a basis distribution, a blockiness distribution of images of a fixed
quality q. More specifically, the estimated quality is given by

q̂X =
∑
q∈S

q
exp(−DKL(pX,1.0||pZ,q))∑

q′∈S exp(−DKL(pX,1.0||pZ,q′))
, (3)

where Z is a small dataset that involves only uncompressed images. In this work,
we use DF2K. DKL is the KL divergence, and S = {1.0, 0.95, 0.85, 0.75, 0.5} are
discretely sampled quality values. Figure 4 shows the blockiness distributions
pX,1.0 for the three low-resolution image datasets and the basis distributions
pZ,c.
Selection results. The estimated qualities for ImageNet-1k, Places365, and
PASS were 95.5%, 75.0% and 99.8%, respectively. From this result, Places365 is
filtered out.

3.2 Object-based filtering

Given a source dataset X, this step applies filtering to refine it as a dataset for
training SR models, under the assumption that images with diverse object re-
gions are more effective than those with uniform or monotonous content. Specif-
ically, the refined training dataset is given by X̃ = {x ∈ X : R(x) ≥ θ}, where
R(x) is the number of object regions and θ is a threshold.

We introduce two object-based filtering methods with different granularities
to explore how the granularity of object detection, ranging from detailed identi-
fication of small objects or features to recognizing larger, more general objects,
impacts SR performance.
Segmentation-based filtering. This method counts the number of object
parts by an image segmentation model. Specifically, we adopt the SAM [13]
with the ViT-H backbone and define R by the number of segmentation masks.
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Table 1: Dataset statistics. HR: High resolution, LR: Low resolution, #Images: Num-
ber of images, #Pixels: Average number of pixels per image, Blockiness: median of
blockiness measure indicating the intensity of JPEG compression noise, #Segments:
Average number of segmentation masks.

Dataset Task HR LR #Images #Pixels Blockiness #Segments

DIV2K [1] Super-resolution ✓ 800 2.8M 0.47 104
DF2K [1,27] Super-resolution ✓ 3,450 2.8M 0.47 103
LSDIR [17] Super-resolution ✓ 84,991 1.1M 0.82 92

ImageNet [8] Image recognition ✓ 1,281,167 237k 4.39 71
Places365 [39] Image recognition ✓ 1,803,460 366k 80.71 100
PASS [2] Image recognition ✓ 1,439,589 178k 3.03 74

DiverSeg-I (Ours) Super-resolution ✓ 259,448 233k 2.83 146
DiverSeg-P (Ours) Super-resolution ✓ 267,055 179k 4.39 146
DiverSeg-IP (Ours) Super-resolution ✓ 526,503 206k 3.61 146

We chose SAM because, unlike typical segmentation models that perform se-
mantic segmentation based on class labels, SAM provides segments that do not
impose semantic constraints, allowing for finer region segmentation of diverse
objects. We set θ = 100 as the default, resulting in 260k images remaining after
applying the filter to ImageNet-1k.
Detection-based filtering. This method counts the number of objects per
image. We adopt the Detic model [41] with the ViT-B backbone and define R
by the number of detected objects. We set θ = 18, resulting in 260k images
remaining after applying the filter to ImageNet-1k.

3.3 Dataset statistics

Table 1 shows dataset statistics. We created three variants of DiverSeg, namely
DiverSeg-I, DiverSeg-P, and DiverSeg-IP, constructed from ImageNet-1k, PASS,
and the union of the two, respectively. The segmentation-based filtering is ap-
plied to obtain these datasets. Compared to high-resolution datasets such as
DF2K and LSDIR, our datasets have larger number of training images, but con-
tain only low-resolution images. The median of blockiness values is decreased for
ImageNet-1k and is increased for PASS after filtering.

4 Experiments

This section conducts experiments by training various SR models on DiverSeg
datasets. We demonstrate that SR models can be trained without using high-
resolution images and thoroughly analyze factors from a dataset perspective that
are crucial for enhancing the performance of SR.
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Table 2: Comparison of DiverSeg with high-resolution image datasets (DF2K and
LSDIR). Models trained on DiverSeg-I and DiverSeg-P demonstrated superior perfor-
mance despite not using any high-resolution images for training.

Model Dataset HR LR Set5 Set14 BSD100 Urban100 Manga109
(Params) PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

DF2K ✓ 32.23 0.8955 28.67 0.7831 27.62 0.7374 26.23 0.7897 30.64 0.9108
MSRResNet [29] LSDIR ✓ 32.15 0.8948 28.66 0.7836 27.62 0.7374 26.31 0.7918 30.57 0.9105
(1.5M) DiverSeg-I ✓ 32.27 0.8963 28.64 0.7837 27.64 0.7378 26.31 0.7918 30.53 0.9115

DiverSeg-P ✓ 32.09 0.8943 28.61 0.7832 27.60 0.7371 26.28 0.7918 30.36 0.9101

DF2K ✓ 32.50 0.8990 28.87 0.7885 27.75 0.7421 26.73 0.8058 31.17 0.9165
RCAN [36] LSDIR ✓ 32.53 0.8992 28.89 0.7894 27.75 0.7425 26.91 0.8090 31.33 0.9180
(15.5M) DiverSeg-I ✓ 32.70 0.9012 28.98 0.7908 27.81 0.7443 27.03 0.8116 31.58 0.9210

DiverSeg-P ✓ 32.63 0.9000 28.95 0.7898 27.77 0.7435 26.99 0.8134 31.19 0.9190

DF2K ✓ 32.61 0.8998 28.91 0.7893 27.79 0.7434 26.84 0.8089 31.38 0.9176
EDSR [20] LSDIR ✓ 32.57 0.8992 28.97 0.7908 27.80 0.7438 27.05 0.8131 31.47 0.9192
(43.0M) DiverSeg-I ✓ 32.71 0.9017 28.98 0.7913 27.85 0.7453 27.10 0.8142 31.72 0.9216

DiverSeg-P ✓ 32.57 0.9002 29.06 0.7915 27.80 0.7447 27.10 0.8163 31.33 0.9191

DF2K ✓ 32.92 0.9044 29.09 0.7950 27.92 0.7489 27.45 0.8254 32.03 0.9260
SwinIR [19] LSDIR ✓ 32.86 0.9036 29.16 0.7963 27.92 0.7492 27.79 0.8331 31.98 0.9262
(11.9M) DiverSeg-I ✓ 32.97 0.9053 29.23 0.7970 27.98 0.7508 27.83 0.8336 32.34 0.9283

DiverSeg-P ✓ 32.85 0.9040 29.24 0.7961 27.96 0.7502 27.85 0.8349 32.28 0.9278

DF2K ✓ 33.03 0.9056 29.16 0.7964 27.99 0.7514 27.93 0.8365 32.44 0.9292
HAT [6] LSDIR ✓ 32.93 0.9053 29.29 0.7988 28.01 0.7525 28.45 0.8469 32.57 0.9306
(20.7M) DiverSeg-I ✓ 33.15 0.9071 29.46 0.8004 28.07 0.7542 28.51 0.8477 32.90 0.9325

DiverSeg-P ✓ 33.12 0.9068 29.50 0.8002 28.04 0.7536 28.53 0.8492 32.83 0.9320

4.1 Experimental settings

SR models. We use five models. Specifically, we use three CNN-based models:
MSRResNet [29], EDSR [20], RCAN [36], and two Transformer-based models:
SwinIR [19] and HAT [6].
Training datasets. We compare the DiverSeg datasets with two high-resolution
datasets: DF2K and LSDIR [17]. DF2K is a merged dataset of DIV2K [1] and
Flickr2K [27].
Evaluation datasets. We use five benchmark datasets: Set5 [3], Set14 [32],
BSD100 [22], Urban100 [11], and Manga109 [23].
Evaluation metrics. PSNR and SSIM on the Y channel (representing lumi-
nance) within the transformed YCbCr color space are used as evaluation metrics.
Implementation settings. We follow the training setup of the original papers
of the SR models [6, 19, 20, 29, 36]. Implementation details are provided in the
supplementary materials.

4.2 Experimental results

Main results. To validate the effectiveness of our approach, we trained the five
SR models on DiverSeg-I/P. The results are summarized in Table 2. As shown,
models trained on DiverSeg-I/P achieved better performance than those trained
on DF2K and LSDIR. This shows the effectiveness of the proposed datasets.
To the best of our knowledge, we are the first to successfully train SR models
without using high-resolution images.
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Table 3: Quantitative comparison with state-of-the-art methods on five benchmark
datasets. We applied our dataset to two Transformer-based models. Checkmarks for
HR, LR indicate the use of high-resolution and low-resolution datasets, respectively.

Method Training Data HR LR Set5 Set14 BSD100 Urban100 Manga109
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

SAN [7] DIV2K ✓ 32.64 0.9003 28.92 0.7888 27.78 0.7436 26.79 0.8068 31.18 0.9169
IGNN [40] DIV2K ✓ 32.57 0.8998 28.85 0.7891 27.77 0.7434 26.84 0.8090 31.28 0.9182
HAN [25] DIV2K ✓ 32.64 0.9002 28.90 0.7890 27.80 0.7442 26.85 0.8094 31.42 0.9177
NLSN [24] DIV2K ✓ 32.59 0.9000 28.87 0.7891 27.78 0.7444 26.96 0.8109 31.27 0.9184
RRDB [29] DF2K ✓ 32.73 0.9011 28.99 0.7917 27.85 0.7455 27.03 0.8153 31.66 0.9196
RCAN-it [21] DF2K ✓ 32.69 0.9007 28.99 0.7922 27.87 0.7459 27.16 0.8168 31.78 0.9217
EDT [16] DF2K ✓ 32.82 0.9031 29.09 0.7939 27.91 0.7483 27.46 0.8246 32.05 0.9254
HAT-S [6] DF2K ✓ 32.92 0.9047 29.15 0.7958 27.97 0.7505 27.87 0.8346 32.35 0.9283
IPT [5] ImageNet ✓ 32.64 - 29.01 - 27.82 - 27.26 - - -

SwinIR [19] DF2K ✓ 32.92 0.9044 29.09 0.7950 27.92 0.7489 27.45 0.8254 32.03 0.9260
SwinIR [19] DiverSeg-I (Ours) ✓ 32.97 0.9053 29.23 0.7970 27.98 0.7508 27.83 0.8336 32.34 0.9283

HAT [6] DF2K ✓ 33.04 0.9056 29.23 0.7973 28.00 0.7517 27.97 0.8368 32.48 0.9292
HAT [6] ImageNet→DF2K ✓ ✓ 33.18 0.9073 29.38 0.8001 28.05 0.7534 28.37 0.8447 32.87 0.9319
HAT [6] DiverSeg-I (Ours) ✓ 33.15 0.9071 29.46 0.8004 28.06 0.7542 28.51 0.8477 32.90 0.9325
HAT [6] DiverSeg-IP (Ours) ✓ 33.14 0.9073 29.51 0.8007 28.07 0.7542 28.54 0.8492 32.96 0.9327

HAT-L [6] ImageNet→DF2K ✓ ✓ 33.30 0.9083 29.47 0.8015 28.09 0.7551 28.60 0.8498 33.09 0.9335
HAT-L [6] DiverSeg-I (Ours) ✓ 33.28 0.9083 29.54 0.8022 28.10 0.7556 28.75 0.8529 33.14 0.9340
HAT-L [6] DiverSeg-IP (Ours) ✓ 33.20 0.9080 29.59 0.8019 28.11 0.7556 28.81 0.8547 33.19 0.9342

Table 4: Filtering by blockiness (HAT model, ImageNet-1k). θ′ : threshold for block-
iness values.

θ′ #Images Set5 Set14 BSD100 Urban100 Manga109
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

10 800k 33.07 0.9068 29.34 0.8000 28.04 0.7538 28.41 0.8465 32.56 0.9310
30 939k 33.13 0.9072 29.39 0.8001 28.06 0.7538 28.43 0.8463 32.70 0.9316
100 1.08M 33.11 0.9071 29.42 0.8001 28.05 0.7537 28.41 0.8457 32.84 0.9321
– 1.15M 33.08 0.9071 29.40 0.7999 28.05 0.7535 28.41 0.8457 32.88 0.9323

Comparison with SOTA. Table 3 shows that DiverSeg improves the state-
of-the-art performance. Specifically, the HAT and HAT-L models trained on
DiverSeg datasets outperformed those trained with ImageNet-1k→DF2K, which
utilizes all ImageNet-1k images for pre-training and the DF2K images for fine-
tuning, in terms of PSNR and SSIM on four of five benchmarking datasets. It is
worth noting that DiverSeg-I filters out 77.5% of images from ImageNet-1k and
thus training on it is more efficient than the approach relying on pre-training
and fine-tuning. This confirmed the effectiveness and efficiency of our filtering
approach.

4.3 Analysis 1: Effects of filtering

Filtering by blockiness measure. If the blockiness is an important factor
for enchaining SR performance, filtering images by the blockiness values, i.e.,
constructing a training dataset by X̃ = {x ∈ X : B(x) ≤ θ′}, would be a
straightforward approach. However, as shown in Table 4, this filtering did not
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Table 5: Comparison of filtering methods.
Performance is evaluated using 260k filtered
images (HAT model, ImageNet-1k).

Filtering method Urban100 Manga109
PSNR SSIM PSNR SSIM

Blockiness 28.39 0.8467 32.47 0.9304
Detection-based 28.44 0.8462 32.87 0.9322
Seg.-based 28.51 0.8477 32.90 0.9325

Table 6: Performance comparison
across different thresholds θ (HAT
model, ImageNet-1k).

θ #Images Urban100 Manga109
PSNR SSIM PSNR SSIM

0 1.2M 28.41 0.8457 32.88 0.9323
50 663k 28.46 0.8472 32.90 0.9325
100 259k 28.51 0.8477 32.90 0.9325
150 86k 28.36 0.8452 32.83 0.9320

Table 7: Analysis of effects of JPEG quality (HAT model).

Dataset Quality (%) Blockiness Set5 Set14 BSD100 Urban100 Manga109
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

DF2K 50 165.34 31.13 0.8855 27.54 0.7533 26.32 0.7103 25.04 0.7511 30.20 0.9024
75 83.20 32.63 0.9008 27.70 0.7457 27.70 0.7457 27.39 0.8238 31.88 0.9238
85 46.98 32.94 0.9043 29.07 0.7941 27.93 0.7499 27.72 0.8313 32.14 0.9266
95 10.33 32.98 0.9048 29.11 0.7951 27.99 0.7521 27.81 0.8338 32.21 0.9278
HR 0.47 33.03 0.9056 29.16 0.7964 27.99 0.7514 27.93 0.8365 32.44 0.9292

LSDIR 50 146.43 28.50 0.8487 26.66 0.7421 24.72 0.6674 24.91 0.7657 29.39 0.8956
75 57.14 31.87 0.8853 28.53 0.7805 27.49 0.7417 27.30 0.8231 31.83 0.9223
85 24.14 32.84 0.9044 29.17 0.7955 27.98 0.7513 28.22 0.8412 32.38 0.9291
95 3.71 32.97 0.9043 29.25 0.7979 28.05 0.7539 28.37 0.8452 32.42 0.9299
HR 0.82 32.93 0.9053 29.29 0.7988 28.01 0.7525 28.45 0.8469 32.57 0.9306

improve PSNR and SSIM when reducing the threshold θ′ from 30 to 10 with an
exception of SSIM on Urban100. This is because this method filters out images
without considering the diversity of object regions.
Object-based filtering. Table 5 compares object-based filtering methods de-
scribed in Sec. 3.2, where ImageNet-1k is used as a source dataset. For a fair
comparison, all dataset size after filtering are the same (260k images). As shown,
the segmentation-based filtering performed the best. This indicates that images
with diverse object regions are effective for SR training, and finer granularity
leads to better performance.
Filtering threshold. Table 6 shows the results obtained by varying the thresh-
old θ, which indicates the minimum number of segments. As shown, θ = 100
performed the best.

4.4 Analysis 2: Effects of image quality

In Sec. 3, we made an assumption that low-quality images are detrimental when
training SR models. Here, we empirically justify this assumption and evaluate
the impact of image quality on SR performance.
Training with compressed images. This experiment applies JPEG compres-
sion to the two high-resolution datasets, DF2K and LSDIR, and trains a HAT
model on each compressed dataset. As shown in Table 7, the performance de-
creases as the quality decreases on both datasets.
Learning process. To further analyze why and how low quality images nega-
tively affect training of SR models, Figure 5 compares learning processes. As can
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Fig. 5: Comparison of learning processes obtained with various JPEG quality values.

Fig. 6: Comparison of learning processes for ImageNet-1k, PASS, and Places365.

be seen, PSNR decreases after 100k and 300k iterations with 50% and 75% qual-
ities, respectively. With 50% quality, the final performance at the 800k iteration
was worse than that at the 10k iteration. These results indicate that excluding
low-quality images is crucial for enhancing SR performance. This is in contrast
to other vision tasks such as image recognition, where increasing the number of
training images, even with low quality images, often helps improve performance.
Training with Places365. In the source selection step, the Placses365 dataset
was excluded because its quality estimated via the blockiness distribution was
low. To justify this selection, we compare three datasets in Figure 6. As can
be seen, the model trained on Places365 performed worse than those trained
on ImageNet-1k and PASS. Similar to the learning processes obtained from low
quality JPEG images, the PSNR decreased in the later phase of the learning pro-
cess with Places365. These results confirmed the effectiveness of source selection
before training based on the blockiness distributions.

4.5 Analysis 3: Visual comparison

Comparison of artifacts. Figure 7 compares the artifacts produced by JPEG
compression with those produced by the SR models trained on DF2K using
different image quality levels. Images obtained from models trained on 50% and
75% quality images show strong stripes or checkerboard patterns of artifacts.
These artifacts appear to be more significant than those observed when the
original image is compressed using JPEG, suggesting that they are induced by
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Fig. 7: Comparison of artifacts produced by JPEG compression (blue) and SR models
trained on various JPEG quality values (red, HAT model, DF2K). Numbers indicate
JPEG image quality. First and third rows: cropped images. Second and fourth rows:
differential images.

model training. The predisposition to stripes and checkerboard patterns is likely
due to the inductive bias inherent in the architecture of the neural network; in
particular, the square or rectangular shape of the filters in the convolutional
operations could cause this. Improvements to the network architecture to allow
training on lower quality images would be interesting as future work.
Qualitative examples. Figure 8 shows visual comparisons of SR models trained
on DF2K, LSDIR, DiverSeg-I, and DiverSeg-P. For the image “img_011” in Ur-
ban100, we observed that models trained on DF2K are unable to recover the
horizontal stripes pattern, while the other three models successfully recovered
it. With the three images of Manga109, we observed that models trained on
DiverSeg-I/P exhibit noticeable improvement in the character region compared
to those trained on DF2K or LSDIR.

4.6 Discussion and Limitations

High-resolution datasets. In this paper, we applied the automated image
evaluation pipeline to a large dataset of low-resolution images. We believe our
finding contributes to the future construction of training datasets and the devel-
opment of neural network architectures. Specifically, we demonstrated that SR
models can be trained without high-resolution images. However, this does not
imply that high-resolution image datasets are worthless. Rather, we believe that
increasing the diversity of high-resolution images through our proposed filtering
method could further improve SR performance. In Table 8, we examined this on
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Fig. 8: Visual comparison of ×4 SR models trained on DF2K, LSDIR, DiverSeg-I, and
DiverSeg-P datasets. PSNR/SSIM is calculated for each cropped patch individually to
better reflect the differences in performance.

Table 8: Applying object-based filtering to LSDIR with θ = 100 (HAT model).

Dataset #Images Set5 Set14 BSD100 Urban100 Manga109
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

LSDIR 89,991 32.93 0.9053 29.29 0.7988 28.01 0.7525 28.45 0.8469 32.57 0.9306
w/ filtering 31,561 32.95 0.9056 29.33 0.7991 28.02 0.7526 28.53 0.8487 32.60 0.9308

the LSDIR dataset. Our results show that filtering out images with less than 100
object regions led to increased PSNR and SSIM with the HAT model. For future
work, exploring a hybrid approach that utilizes both low- and high-resolution
diverse images could be promising.
Limitations. In this study, we focused on two perspectives: resolution and diver-
sity. However, when collecting large datasets, there are other important perspec-
tives, such as fairness and copyright. In addition, for benchmarking purposes, we
used the five most commonly used SR datasets for a fair comparison with con-
ventional methods. Nevertheless, real-world applications also face the challenge
of blind super-resolution, where the degradation process is unknown. Creating
datasets addressing this aspect would be an interesting future research direction.

5 Conclusion

In this work, we investigated the effect of the training data for SR and showed
that SR models are trainable even without using high-resolution images by ap-
plying the image evaluation pipeline to a set of large low-resolution images. In
experiments, we thoroughly analyzed the effect of image quality and diversity
to SR performance. We hope that this work will positively influence the future
construction of training datasets and lead to better models.
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