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Abstract. Oriented object detection, an emerging task in recent years,
aims to identify and locate objects across varied orientations. This re-
quires the detector to accurately capture the orientation information,
which varies significantly within and across images. Despite the existing
substantial efforts, simultaneously ensuring model effectiveness and pa-
rameter efficiency remains challenging in this scenario. In this paper, we
propose a lightweight yet effective Group-wise Rotating and Attention
(GRA) module to replace the convolution operations in backbone net-
works for oriented object detection. GRA can adaptively capture fine-
grained features of objects with diverse orientations, comprising two key
components: Group-wise Rotating and Group-wise Attention. Group-
wise Rotating first divides the convolution kernel into groups, where each
group extracts different object features by rotating at a specific angle ac-
cording to the object orientation. Subsequently, Group-wise Attention is
employed to adaptively enhance the object-related regions in the feature.
The collaborative effort of these components enables GRA to effectively
capture the various orientation information while maintaining parame-
ter efficiency. Extensive experimental results demonstrate the superior-
ity of our method. For example, GRA achieves a new state-of-the-art
(SOTA) on the DOTA-v2.0 benchmark, while saving the parameters by
nearly 50% compared to the previous SOTA method. Code is available
at https://github. com/wangjiangshan0725/GRA.

Keywords: Oriented Object Detection - Group-wise Rotating - Spatial
Attention

1 Introduction

Oriented object detection is the task of identifying and locating multiple ob-
jects with oriented bounding boxes. Different from conventional object detection
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Fig.1: Comparison between the recent SOTA method ARC [48] and our
proposed method GRA. Our method not only reduces the noise in the features but
is also much more lightweight.

which utilizes fixed horizontal bounding boxes, oriented object detection tackles
a more intricate challenge, aligning better with real-world scenarios where ob-
jects frequently present various orientations. The ability to discern such oriented
objects can greatly enhance situational awareness and decision-making processes
across numerous industries, thereby having wide-ranging applications in image
segmentation [2,81], autonomous driving [28,37], text recognition [34,79], face de-
tection [32,71], remote sensing [25,61], exemplar-based generation [7,8,43,55,63]
and Embodied AT [41,67,70], etc.

Extensive efforts have been made to enhance the performance of oriented
object detection from various perspectives, including the oriented bounding box
representation [11,27,35,69,77], loss functions [1,50,74,76,78,80], network archi-
tecture [12,26,72,73,75], and label assignment strategies [44,45]. Recent stud-
ies [13,68] indicate that the key to identifying oriented objects lies in accurately
extracting their orientation information. This inspires researchers to start devel-
oping object-wise orientation-aware detection backbones.

To this end, the recent SOTA method [48] first proposes an Adaptive Ro-
tated Convolution (ARC) module [48] to replace the convolution operations in
existing detection backbones. ARC employs a set of m convolutional kernels,
each maintaining a specific rotation angle, to separately extract the orientation
information of different objects. Then the features extracted by each kernel are
aggregated through a weighted sum as the output of ARC. Despite the perfor-
mance improvement, ARC still encounters two primary challenges. Firstly, the
utilization of m convolutional kernels results in (m — 1) times more parameters,
significantly constraining its deployment on resource-constrained devices such as
remote sensing equipment. Secondly, we argue that the straightforward output
feature aggregation would diminish the representation capacity of the orienta-
tion information, resulting in inaccurate detection. Specifically, we discover that
a specific convolution kernel (e.g. in Fig. la ) primarily captures the fea-
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tures of objects aligned with its rotational angles (e.g. the in
Fig. 1a). Consequently, features of objects at other orientations (e.g. the plane
and the rocket in Fig. 1a) processed by this kernel would be marred by unde-
sired noises. The weighted sum of these features will mix the satisfying features
and undesired noises, leading to imprecise final predictions.

To overcome these challenges, we propose the lightweight yet efficient Group-
wise Rotating and Attention (GRA) module (Fig. 1b) to capture more fine-
grained orientation information. In particular, the GRA module comprises two
key components: Group-wise Rotating and Group-wise Attention. The Group-
wise Rotating component introduces a novel mechanism for rotation at the group
level, which substantially reducing the parameter count compared to the SOTA
method [48]. Specifically, the convolution kernel W € RCut*Cinxkxk g divided
into n groups along the C,t channel. Each group of kernels is adaptively ro-
tated based on the input feature before the convolution operation. Subsequent to
Group-wise Rotating, Group-wise Attention partitions the output feature into
n groups similarly and applies the spatial attention mechanism. This process
enables the adaptive enhancement of desirable feature regions while mitigat-
ing extraneous noise. The collaborative endeavor of these components enables
extracting refined and accurate orientation information without significantly in-
creasing the parameters of the network.

The proposed GRA module is lightweight and flexible, which is able to be
seamlessly integrated into any convolution neural network to achieve improved
performance. Extensive experiments on oriented object detection benchmarks
including DOTA-v1.0 [61], DOTA-v2.0 [6] and HRSC2016 [40] demonstrate that
GRA not only achieves a significant reduction (near 50%) in the number of
parameters compared with SOTA method [48] but also yields better detection
performances, achieving a new SOTA result on DOTA-v2.0 dataset.

2 Related work

Oriented Object Detection. Oriented object detection advances the conven-
tional horizontal object detection paradigm by employing oriented bounding
boxes, making it a more precise task. Numerous studies have been dedicated
to devising specialized detectors for rotated objects, including various compo-
nents such as enhancing features in the detector neck [72,73,75], the oriented
region proposal network [3,66], the mechanism for extracting rotated regions
of interest (Rol) [5,66], the design of the detector head [12,26], and the uti-
lization of advanced label assignment strategies [44,45]. Another research di-
rection [11,27,35,69] focuses on developing more adaptable representations of
objects. Simultaneously, there has been extensive research into devising suitable
loss functions for various oriented object representations [74,76,78|. Besides ori-
ented object detection, there are also some works focusing on detecting other
kinds of objects [21-23] or even video frames [64], which are more challenging
than conventional object detection.
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Design of Backbone for Oriented Object Detection. Recent endeav-
ors in the field of oriented object detection have increasingly concentrated on
optimizing the architecture of backbone networks for oriented object detection.
ReDet [13] integrates rotation-equivariant operations within the backbone, yield-
ing features that maintain orientation fidelity. However, such operations may not
fully account for the diversity of object orientations within individual images or
across datasets. LSKNet [36] proposes to use spatial attention [60,62] to adap-
tively choose a suitable kernel size for the input image while the orientation
information is also not taken into account. ARC [48]| proposes to extract the
orientation information of oriented objects by dynamically rotating the convolu-
tion kernels conditioned on different image samples. On the other hand, a large
number of additional parameters are introduced and the features of different
angles are mixed, introducing the undesired noises.

Dynamic Neural Networks. Contrary to static models, which maintain
constant computational graphs and parameters throughout inference, dynamic
neural networks [15,49, 58] can modify their architecture or parameters in re-
sponse to varying inputs. Dynamic networks are typically categorized into three
distinct types: sample-wise [9,14,18,30,46,57,59,65], spatial-wise [16,17,19,31],
and temporal-wise [10, 20, 56]. Recently, with the development of query-based
Detection Transformers [29,52,83], a new kind of query-based dynamic network
has begun to flourish [47]. In this work, we introduce a sample-wise dynamic net-
work, which dynamically adjusts the model parameters conditioned on different
input images. To be specific, the convolution kernels are rotated in a group-wise
manner, which endows convolution parameters with a better ability to capture
orientation information in the images.

3 Method

In this section, we firstly introduce the current SOTA method [48] and analyze its
limitations. Subsequently, we delineate our proposed GRA module, comprising
Group-wise Rotating and Group-wise Attention. Within the Group-wise Rotat-
ing module, a lightweight network named angle generator is employed to predict
n rotation angles from the input feature map x. Then the convolution kernel
W € RCoutxCinXkXE ig partitioned into n groups at Cyyy dimension, each rotat-
ing to the corresponding angle predicted by the angle generator. These rotated
groups of kernels are subsequently concatenated together to perform the convo-
lution with &, obtaining the output feature y. Followed by Group-wise Rotating,
the Group-wise Attention module is proposed to adaptively emphasize satisfying
regions of each feature group in y while attenuating extraneous noise. The final
output of GRA module ¥ is fed into subsequent modules in the network. Com-
pared with the recent SOTA method [48], GRA achieves a substantial reduction
of parameters and effectively mitigates the issue of inaccurate features in an ele-
gant and reasonable manner. Finally, we will discuss the remarkable advantages
of GRA. An overview of our method is shown in Fig. 4.
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3.1 Preliminary

There have been several previous works focusing on developing specialized back-
bones for oriented object detection. Among them, Adaptive Rotated Convolution
(ARC) [48] proposes to dynamically adjust the orientation of convolutional ker-
nels based on the objects present within the image. This method improves the
extraction of features from oriented objects, thereby achieving state-of-the-art
(SOTA) performance across various benchmarks. In an ARC module, m con-
volution kernels {W;}, where W; € RCoutxCinxkxk and § € {1,2,--. ,m}, are
applied to capture features of multiple oriented objects. A routing function is
employed which takes the feature map a as the input, predicting the angle 6;
and the weight \; for each kernel W .

{0i}icq1,2....my» ANitieq1,2,...,m) = Routing(z), (1)

Subsequently, the kernels are rotated at the corresponding predicted angles,
obtaining {W;}, where each W; = Rotate(W;,0;) and i € {1,2,--- ,m}. Each
ﬁv/i independently performs convolution on the input feature map «, yielding
y,;. These intermediate results are then aggregated through a weighted sum to
produce the final output vy,

y, = Conv(z, W;), y= Z)\Z- X Y. (2)
i=1

The resultant feature y is fed into the following modules. In experiments, the
value of m is generally assigned to a relatively small value (typically set to 4).

3.2 Limitations Analysis

While ARC [48] exhibits superior performance compared to traditional convolu-
tion, there still exist two main shortcomings as illustrated following:

Excessive parameters. Within each ARC module, m convolution kernels
W, are employed, multiplying the number of parameters by m compared to a
standard convolution layer. The escalation in parameters is proportional to the
factor m, thereby amplifying the complexity of the network. For instance, a stan-
dard ResNet50 comprises approximately 23.5M parameters; However, integrat-
ing ARC with m = 4 inflates the total parameters to the overwhelming 57.2M.
Such expansion poses a considerable challenge for deployment in resource-limited
settings such as remote sensing devices, where storage space is at a premium and
cannot support models with extensive parameters.

Inaccurate features. Within the ARC framework, features obtained from
convolution kernels rotated at various angles are aggregated through a weighted
sum. While this mechanism aims to detect objects at different rotational ori-
entations within images, it introduces inaccurate information and reduces the
representational capacity of the output feature y. To illustrate this issue, we train
an Oriented RCNN [66] with the ARC module (setting m = 1) on the training
set from DOTA. We then evaluate the performance of the detector on the valida-
tion set and visualize the distribution of confidences across all detected objects
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Fig. 2: Distribution of the confidence predicted by ARC (m = 1). The angle
predicted by ARC module can affect the final prediction of the objects with different
angles in the images. In general, the objects whose orientation is close to the angle
predicted by ARC module can be detected with higher confidence compared to the
objects whose orientation diverges from the ARC-predicted angle.
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Fig. 3: Comparison of the prediction between ARC and our method. The
weighted sum of ARC can lead to inaccurate features, causing a number of low-
confidence detections. On the other hand, our method can detect more objects in
the images with higher confidence.

(Fig. 2a). To examine the influence of the ARC module on the detector’s pre-
dictions, we specifically consider objects whose ground truth orientations closely
align with the angle predicted by the ARC module (i.e. the angle for rotating
the kernel), analyzing the confidence of these objects predicted by the detec-
tor. For these objects, the detector detects them with a predominant majority
demonstrating high confidence levels as depicted in Fig. 2b. Conversely, for ob-
jects whose ground truth orientations diverge from the angle predicted by ARC
module, the detector struggles to accurately detect them, resulting in numerous
low-confidence detections (Fig. 2c¢). This indicates that the features extracted
by the backbone for these objects are inadequate (corresponds to the unwanted
features in Fig. 1), thereby hindering the subsequent detector head from accu-
rately identifying these objects. Additional experiments conducted on the test
set of DOTA (as shown in Figure 3) further elucidate the impact of integrating
the ARC and GRA modules respectively. Integrating ARC with three kernels
(m = 3) into the backbone enables the detector to identify a greater number of
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oriented objects in images, consequently leading to improved performance com-
pared to using ARC with just one kernel (m = 1). However, it also results in
a notable increase in low-confidence detections (Fig. 3b), some of which should
have been detected with high confidence. This observation suggests that a direct
weighted sum of features is sub-optimal, potentially compromising the features
obtained by various rotated kernels. In contrast, our approach mitigates this
issue effectively, resulting in significantly improved performance (Fig. 3c).

3.3 Group-wise Rotation

In this section, we will comprehensively introduce the Group-wise Rotation mod-
ule within GRA, which comprises three integral components: Predicting Rotating
Angle, Grouping, and Rotating.

Predicting Rotating Angle. To predict the rotation angle corresponding
to objects within a feature map = € RC»*HinxWin e employ a lightweight net-
work named angle generator. Initially, the feature map x undergoes processing
through a depth-wise convolution layer, followed by ReLLU activation and Layer-
Norm layers, which aim to extract inherent orientation information from diverse
objects. Subsequently, a global pooling layer transforms the feature into a vec-
tor with dimension Cj,. This resulting vector then passes through two distinct
linear layers, each with n output channels, producing a series of predicted angles
{0} jeq1.2,-.- my and scale factors {Aj} cq1,2, )

These predicted angles and scale factors are utilized for the group-wise ro-
tation of convolution kernels. Notably, the number of angles n is significantly
smaller than the output channels of convolution, Cyy:. Consequently, it is con-
venient to partition the convolution kernels into n distinct groups at the Coys
channel, with each group subjected to a unique rotation angle.

Grouping. The convolution operation utilizes a kernel W € R
which takes & € RC»*HinxWin a5 the input to produce the output feature y €
RCeutxHouxWour  Thig operation involves Cly individual kernels w; € RCnxkxk
i€{1,2,- -, Cout}, convolving with x separately. The resulting outputs are then
concatenated to obtain the final output y. In our method, these Cy,, kernels are
uniformly divided into n groups {W;},

Cout XCin XkXk

W: {w1}77/€ {172’ >Cout} (3>
:{Wj}hje{vav'”vn}' (4)

Each group W, contains Coy/n kernels w ,
W, ={w;,;}, 1 €{1,2,--- ,Cout/n}. (5)

By employing the grouping strategy, kernels in different groups work indepen-
dently for the ensuing rotation operation.

Rotating. After predicting rotational angles and grouping kernels, each ker-
nel within the jth group W ; undergoes rotation by the corresponding angle 6,

resulting in the rotated kernel group W ;. Additionally, each group of kernels



8 J. Wang et al.

X w Group-wise Rotating Kernel Rotating
Rotating
w
@ Concatenate
@ Sigmoid
® AvgPool
@ MaxPool
@ Convolution

Group-wise Attention SA (Spatial Attention)
y 1 . 7 1
Group-wise \
Attention y SA yl _.©_‘y
Y - yn ® Multiplication

Fig.4: An overview of our proposed GRA method, which contains two compo-
nents: Group-wise Rotating and Group-wise Attention. In Group-wise Rotating mod-
ule, the input kernel W € Rut*Cinxkxk jg rotated in a group-wise manner, obtaining
W, which performs the convolution with input feature map x € ]RC‘"XH‘“XW‘“ The
output y € REutXHouexWour i then fed into the group-wise attention module for de-
noising and refining, obtaining the final output ¥.

is scaled by the corresponding learnable scale factor A;, which represents the
relative importance of the different groups.

W, = {)\,; x Rotate(w,;,6;)},1 € {1,2, ..., Cout /n}. (6)

The rotation process is executed using bilinear interpolation as described
in [48]. Specifically, considering a k x k kernel, the value at each point within
this kernel can be seen as the value of a sampled point from the kernel space.
During rotating, the values of the original k x k kernel are used to span the
entire kernel space using bi-linear interpolation. Subsequently, we calculate the
new position of each point after rotating by 6 and obtain its value in the kernel
space. The final rotated kernel is obtained by aggregating the different groups
of kernels, i.e, W = {W}, j € {1,2,...,n}. The implementation of group-wise
rotating is simple and efficient, accomplished through a single step of matrix
multiplication to transform W into W.

Followed Group-wise Rotating, the rotated kernel W is utilized to perform
convolution with the input feature map x, i.e., y = Conv(ax, W). The result-
ing output y € RCut*HouxWout ig then passed into the Group-wise Attention
module for further processing.

Differences between Group Convolution. Although kernels are divided
into different groups in our method, it is distinct from Group Convolution. In
Group Convolution, the input feature map = € RC»*HinxWin ig partitioned
into g groups along the Cj, dimension. Each group then undergoes convolution
with a corresponding set of Cyy; /g kernels, each with dimensions RCin/9xkxk T
contrast, our grouping strategy is employed to rotate the Cyy; kernels. After the
rotation, regular convolution is applied to obtain the output.
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3.4 Group-wise Attention

Following the convolution operation between & and W/, the resulting feature
y naturally comprises n groups, i.e. y = {y;},j € {1,2,...,n}. These feature
groups y; € RCout/nxHou xWour predominantly capture the relevant character-
istics of objects oriented near ;. However, features corresponding to objects
at other angles may contain undesired noise and are sub-optimal. To mitigate
this issue, we introduce a group-wise spatial attention mechanism to selectively
amplify important regions within each feature group while suppressing the in-
fluence of irrelevant areas. To be specific, max and average pooling operations
are conducted on each feature group y;, and their outputs are concatenated,

S = Concat[AvgPool(y; ), MaxPool(y;)]. (7)

This operation highlights the most important regions within each feature group
while preserving the overall representation of average characteristics. The pooled
feature S; € R?*HouxWour g passed through a convolution layer F for channel
adjustment. Subsequently, a Sigmoid function o is applied to map all values to
the range [0,1], yielding the attention maps: S; = o(F(S;)), S; € RV HouxWour,

The final output feature ﬂj is obtained through element-wise multiplication
between y; and S'j, ie., ﬂj =y;® g'j. This group-wise attention mechanism
enhances the important regions within the feature, simultaneously attenuating
less relevant areas. The resulting final output y = {y;}, where j € {1,2,...,n},
is then forwarded to subsequent modules in the network for further processing.

3.5 Discussion

Enhanced Detection of Fine-Grained Orientation Details. Compared
with ARC, the proposed grouping mechanism enables the angle generator to
predict more angles (with n set to 16 in our experiments) from the input feature
map while introducing minimal extra parameters. This strategy enables a more
comprehensive capture of subtle orientation nuances within the input feature
map. Therefore, the leverage of the group-wise rotated kernel for convolution
enhances the learning of object features across diverse orientations. Moreover,
the Group-wise Attention further refines these features, enhancing the precision
and quality of the extracted information.

Relationship between Group-wise Rotating and Group-wise At-
tention. The synergy between Group-wise Rotating and Group-wise Attention
within the GRA module is essential and irreplaceable. The Group-wise Rotat-
ing mechanism, by dynamically adjusting the convolutional kernel to different
orientations, enables the network to effectively capture object features across a
range of angles. However, as discussed in Section 3.2, this process inadvertently
introduces undesired noise into the features. To address this issue, Group-wise
Attention is ingeniously employed to adaptively filter out undesirable features
while reinforcing the relevant regions of the feature map. Under the joint effect
of these two components, our method effectively captures the satisfying features
of objects with various orientations within a single image.
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4 Experiment

4.1 Experiment Setup

Datasets. We evaluate our methods on three widely-used datasets in oriented
object detection, i.e., DOTA-v1.0 [61], DOTA-v2.0 [6] and HRSC2016 [40]. DOTA-
v1.0 [61] contains 2806 aerial images and 188,282 objects across various cate-
gories, each annotated with precisely oriented bounding boxes. It includes 15
object classes. DOTA-v2.0 [6] contains 11,268 images and 1,793,658 objects. Be-
sides the 15 classes in the DOTA-v1.0 dataset, the DOTA-v2.0 dataset contains
3 additional classes. For these two datasets, we use the official training set and
validation set for training. The testing is conducted on the test set. The mean
average precision (mAP) on the test set is obtained by submitting the prediction
of the model to the official DOTA dataset evaluation server.

HRSC2016 [40] is also a widely-used benchmark for arbitrary-oriented object
detection. There are 1061 images with sizes ranging from 300x300 to 1500x900.
In the experiment, both the training set (436 images) and the validation set (181
images) are utilized for training. The test set is used for testing. We report the
COCO [39] style mean average precision (mAP) on the test set to illustrate the
effectiveness of our model. During data pre-processing, we maintain the original
aspect ratios of images.

Implementation Details. GRA is a plug-and-play module and theoreti-
cally can be inserted into any convolution network. In the experiment, we replace
3 x 3 convolutions in the last three stages of ResNet, preserving 1 x 1 convo-
lutions due to their inherent rotational invariance. Unless specifically stated,
the backbone is pretrained for 100 epochs on ImageNet before training on the
aforementioned dataset for oriented object detection.

For the DOTA dataset, the total training epoch is set to 12 unless specifically
stated. For HRSC2016 dataset, Rotated RetinaNet [38] is trained for 72 epochs,
both S2ANet [12] and Oriented R-CNN [66] are trained for 36 epochs. We scale
down the learning rate of the backbone during training, making the training
procedure of GRA more stable. Most of the experiments in our work are im-
plemented with MMRotate framework [84] except the experiments on Oriented
R-CNN, which are implemented with the OBBDetection framework [66].

4.2 Main Results

Effectiveness on various detectors. We conduct experiments on a variety of
popular detectors, including both single-stage methods (Rotated RetinaNet [38],
R3Det [72], S?ANet [12]) and two-stage approaches (Rotated FasterR-CNN [51],
CFA [11], Oriented R-CNN [66]). The results on the DOTA-v1.0 dataset are
shown in Tab. 1. In the backbone column, R50 stands for ResNet-50 [24], R50Arc
is the backbone network that replaces the 3x3 convolution in the last three stages
of ResNet-50 with the ARC [48] module and R50gra is the backbone network
that replaces the 3 x 3 convolution in the last three stages of ResNet-50 with
GRA module. Experimental results illustrate the effectiveness and compatibility
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Table 1: GRA outperforms the SOTA method ARC [48] on the DOTA-v1.0
dataset among various oriented object detectors.

Params(M)

Method Backbone Backbone  Head  Total mAP (%)
R50 23.51 13.13 36.64 68.42
Rotated RetinaNet [38] R50Arc 57.20 13.13  70.33 71.45
R50GRrA 23.79 13.13 36.92( 1 46%) 72.19
R50 23.51 18.62 42.13 69.70
R3Det [72] R50ARrC 57.20 18.62 75.82 72.32
R50GRrA 23.79 18.62 42.41 1 43%) 72.93
R50 23.51 15.32  38.83 74.13
S2ANet [12] R50ARC 57.20 15.32  72.52 75.49
R50GgRrA 23.79 15.32 39.11 (1 45%) 75.98
R50 23.51 17.86 41.37 73.17
Rotated Faster RCNN [51] | R50arc 57.20 17.86  75.06 74.77
R50GRrA 23.79 17.86 41.65( 43%) 75.22
R50 23.51 13.33  36.84 69.37
CFA [11] R50aRrC 57.20 13.33  70.53 73.53
R50GRrA 23.79 13.33 37.12(46%) 73.97
R50 23.51 17.86  41.37 75.81
Oriented R-CNN [66] R50arc 57.20 17.86  75.06 77.35
R50GRrA 23.79 17.86 41.65( 43%) 77.63

of the proposed method on various frameworks. At the same time, the number
of parameters is significantly reduced compared with ARC [48]. Tab. 2 further
shows the robustness of our method on the HRSC dataset , evidencing the mAP
improvement of 1.27% for Rotated RetinaNet [38], 2.32% for S2ANet [12], and
1.90% for Oriented R-CNN [66] compared with the regular ResNet50. On HRSC
dataset, our model can also outperform various previous SOTA methods.

Performance under multi-scale training and testing strategies. We
also assess the performance of GRA under multi-scale training and testing strate-
gies on the DOTA-v1.0 dataset, which is shown in Tab. 3. Under this setting,
various data augmentation methods are applied, which is more suitable for larger
models to avoid under-fitting during training. On the other hand, our lightweight
GRA still illustrates highly competitive performance.

Performance on DOTA-v2.0 dataset. Compared with the DOTA-v1.0
dataset, the DOTA-v2.0 dataset contains much more tiny objects, which are
more challenging to detect. GRA also illustrates its strong performance as shown
in Tab. 4. Using Oriented R-CNN as the detector and training for 40 epochs, we
achieve the SOTA mAP of 57.95%, which outperforms all previous methods.

Performance under different pretraining strategy. Training a detec-
tor typically involves an extensive pre-training phase for its backbone on the
ImageNet dataset, followed by further training on task-specific datasets such as
DOTA for oriented object detection [53]. Previous methods such as ARC [48]
and LSKNet [36] are limited to a from-scratch pre-training approach for the
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Table 2: Results on HRSC2016. The proposed group-wise rotating and attention
mechanism is also effective in some widely used oriented object detectors.

Method ‘ Backbone ‘ Params(M) ‘ AP50(%) AP75(%) mAP(%)
R50 36.64 84.20 58.50 52.70
Rotated RetinaNet [38] | R50arc 70.33 85.10 60.20 53.97
R50GgrA 36.92 85.20 60.34 54.08
R50 38.83 89.70 65.30 55.65
SZANet [12] R50arc 72.52 90.00 67.40 57.77
R50crA 39.11 90.04 68.40 58.03
R50 41.37 90.40 88.81 70.55
Oriented R-CNN [66] R50arc 75.06 90.41 89.02 72.39
R50crA 41.65 90.48 89.23 72.59

backbone, which consumes considerable computational resources and time. In
contrast, our GRA framework simply adds several additional modules onto ex-
isting foundational models (such as the standard ResNet), without altering their
internal structures. This characteristic allows our method to leverage pre-trained
weights of standard models that are publicly available, eliminating the need for
resource-intensive training from scratch. During the pre-training phase, we load
the weights of a standard pre-trained ResNet model, focusing solely on train-
ing the newly integrated GRA modules. Meanwhile, other parts of the back-
bone (i.e., the standard ResNet components) remain frozen. Experimental results
(Tab. 5) demonstrate that directly training a randomly initialized model on the
DOTA dataset leads to extremely poor performance (35.51% mAP). However,
by loading the publicly available pre-trained weights of ResNet and training only
the GRA modules during the pre-training phase, the final trained detector still
achieves satisfactory performance (77.39% mAP). We believe that the flexibil-
ity of GRA, further underscores its applicability to larger models, enhancing its
utility and adaptability in the field of oriented object detection.

4.3 Ablation Study

Number of groups. An ablation study was conducted to assess the impact of
varying the number of groups within the GRA module (Tab. 6). Within a certain
range, increasing the number of groups results in the angle generator of the
Group-wise Rotating module predicting more angles. Consequently, this enables
the network to capture finer details of rotating objects with diverse orientations.
Besides, increasing the number of groups will not lead to a significant rise in
parameters and FLOPs.

Furthermore, it is observed that with a continuous increase in n, there is no
significant improvement in performance. This phenomenon can be attributed to
the situation where, as n becomes excessively large, each group contains only
a few kernels. In such cases, if the differences among the predicted angles for
these n groups are significant, the limited number of kernels within each group
may fail to adequately capture the features corresponding to the rotated angle.
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Table 3: Experiment results on the Table 4: Experiment results on the
DOTA dataset under multi-scale DOTA-v2.0 dataset. Our method il-
training and testing. Although our lustrates its strong performance in de-
method cut down the parameters signif- tecting tiny objects, achieving SOTA re-
icantly, it still outperforms a number of sults on the DOTA-v2.0 dataset. { de-
SOTA methods. notes training for 40 epochs.
Method Backbone Paﬁms m(?P Method | Backbone | mAP(%)
(M) ) SASM [26] R50 44.53
R3Det [72] R152 76.76 76.47 R3Det [72] R50 47.26
SASM [26] RX101 58.01 79.17 FR-OBB [51] R50 47.32
S?ANet [12] R50 38.83 | 79.42 FCOS-O [4] R50 48.51
ReDet [13] ReR50 55.82 | 80.10 Ori-Rep [35] R50 48.95
R3Detewn [74]|  R152 76.76 | 80.19 ATSS-O [82] R50 49.57
RTMDet [42] R50 52.33 80.54 S2ANet [12] R50 49.86
R3Detkrp [76] R152 76.76 80.63
AOPG [3] R50 41.95 | 80.66 R50 51.57
KFIoU [78] Swin-T | 60.52 | 80.93 DCFL [68] R50% 55.08
RVSA [54] VIiTAE-B | 114.37 | 81.24 ReR101} 57.66
YOLO-v8 [33] | YOLOv8x | 69.5 81.36 R50 53.28
Oriented R50 41.37 | 80.62 Oriented R50arc 55.91
R.ONN [66] R50Arc | 75.06 | 81.77 R-CNN [66] R50cRrA 56.63
R50cra | 41.65 | 81.93 R50cgraA T 57.95

Table 5: Results under different pre-training strategies. ® denotes training
from scratch. “ denotes loading the public available pre-trained weight and freezing
the parameters during training. The Oriented-RCNN is used as the detector, other
experiment settings follow Tab. 1.

()
Pretraining Stragegy | No Pretraining ‘ GRIZeij;:lule 0 ‘ GRieSril\Ij;ule o
mAP(%) | 35.51 | 77.64 | 77.39

Consequently, the network might predict similar angles for various groups to en-
sure that the features associated with the particular angle maintain satisfactory
quality. This behavior is equivalent to merging several groups into one.

Each component of GRA. We also conduct an ablation study to illustrate
the effectiveness of different components of GRA (Tab. 7). Group-wise Rotating
module and Group-wise Attention module are both of great importance. To be
noticed, in the Group-wise Rotating module, each group of kernel is weighted by
a learnable scale factor A;, which can measure the importance of different groups.
We find that this design can help the model to achieve better performance.

Visualization. We provide visualization results to illustrate the effectiveness
of our method, which are obtained using the Oriented R-CNN detector on the
DOTA-v2.0 dataset under single-scale training. Besides the miss detected object
of baseline methods marked in red boxes, many detected objects detected by
ARC with 3 kernels exhibit lower confidence (best-viewed zoom-in).



14 J. Wang et al.

Table 6: Ablation studies on the
number of groups n. The Oriented-
RCNN is used as the detector, other ex-
periment settings follow Tab. 1.

Table 7: Ablation studies on dif-
ferent parts of GRA module. The
Oriented-RCNN is used as the detector,
other experiment settings follow Tab. 1.

Backbone | n | Params (M) | FLOPs (G) | mAP (%) Group-wise Rotating | Group-wise
Rotating  Weighted by A Attention mAP (%)
R50 - 23.51 171.5 75.81 -
R50cRrA 2 23.56 172.4 76.82 X X X 75.81
R50GRA 8 23.61 172.4 T7.27 v X X 76.73
R50GRA 16 23.67 172.5 77.41 v v X 77.25
R50Ggra | 32 23.79 172.7 77.63 v 4 v 77.63

ARC with 1 kernels  ARC with 3 kernels Ours

¥

ARC with 1 kernels ~ ARC with 3 kernels Ours

ARC with 3 kernels Ours

ARC with 1 kernels

Fig. 5: The visualisation of the prediction of ARC [48] and our model.

Limitations and future work. Although GRA is simple and outperforms
a large number of methods, it is only used to replace the 3 x 3 convolution kernels
in ResNet in our work. Its effectiveness on larger kernels (e.g., 7 X 7 ) or other
convolution-based models (e.g., ConvNeXt) still needs to be explored.

5 Conclusion

In this paper, we introduce a lightweight yet effective module named Group-wise
Rotating and Attention (GRA), which can adaptively capture the fine-grained
features of objects with various orientations. Within the Group-wise Rotating
module, convolution kernels are segregated into distinct groups, each rotating
independently at various angles to dynamically capture the features of oriented
objects. The group-wise attention mechanism is introduced to adaptively focus
on important regions in the feature, reducing the undesired noises contained
in the feature and enhancing the learning of fine-grained features of oriented
objects. Comprehensive experimental results across multiple datasets demon-
strate that our approach outperforms various state-of-the-art (SOTA) methods.
Furthermore, GRA introduces minimal additional parameters, enhancing its ver-
satility and potential for real-world deployment.
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