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Appendix

A Performance under Original MapTRv2 Setting

Here we provide the validation results on Argoverse 2 dataset in Tab. 1, under the
original MapTRv2 setting. Here all training data at 10 Hz is used for training,
and 2.5 Hz validation data is extracted for validation. Our HRMapNet still
outperforms the baseline, MapTRv2.

Table 1: Comparison on Argoverse 2 [6] under the original MapTRv2 setting.

Method Epoch APped APdiv APbou mAP FPS

MapTRv2 [5] 6 62.9 72.1 67.1 67.4 18.1
# HRMapNet 6 64.1 71.5 69.7 68.5(↑1.1) 16.2

B Performance under Challenging Conditions

To further demonstrate the improvements of utilizing a HRMap, we summarize
the performance under different conditions in Tab. 2. It is clear the improvement
is significant especially for these challenging conditions.
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Table 2: Performance under different conditions on nuScenes [1], trained with 24
epochs.

Method Initial Map Night Rainy Normal

MapTRv2 - 39.6 50.8 64.6

# HRMapNet Empty 42.6(↑3.0) 62.6(↑11.8) 69.4(↑5.2)

Training Map 74.8(↑35.2) 72.9(↑22.1) 85.9(↑21.3)

C Performance for Long Range

We test HRMapNet (StreamMapNet [7] as baseline) by just increasing percep-
tion range. As in Tab. 3, with online constructed map, HRMapNet also boosts
the baseline a lot. For such far ranges, we suggest loading a pre-built map like in
P-MapNet [2] for practical usage. We further test HRMapNet with a pre-built
map from training data, and mAP is improved to 57.3 and 40.2, respectively.
Besides, we believe HRMapNet can achieve better results with more careful set-
tings, such as suitable map resolution, query number.

Table 3: Evaluation under long range on nuScenes [1]. The results of MapTR and
P-MapNet are from the paper of P-MapNet. StreamMapNet is trained and evaluated
using the official codes. Our HRMapNet is based on StreamMapNet. †: Performance
with a loaded map built from training data. All models are trained with 24 epochs.

Range Method APped APdiv APbou mAP

120×60m

MapTR [4] 18.9 26.0 15.7 20.2
# P-MapNet [2] 22.0 27.2 19.5 22.9
StreamMapNet [7] 37.2 42.3 30.2 36.6
# HRMapNet 43.1 47.7 34.9 41.9(↑5.3)

# HRMapNet† 65.0 61.9 44.9 57.3

240×120m

MapTR [4] 7.2 12.7 4.2 8.0
# P-MapNet [2] 16.3 22.7 10.5 16.5
StreamMapNet [7] 22.4 31.3 16.0 23.3
# HRMapNet 29.4 34.2 19.7 27.8(↑4.5)

# HRMapNet† 51.0 46.2 23.5 40.2

D Ablation on Decoder Layers

Our method keeps the map decoder module the same as the baseline methods [5,
7], and 6 decoder layers are used in these methods. With the help of retrieved
rasterized map as priors, the proposed query initialization module helps map
element queries search for desirable map elements more efficiently. Here, we
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provide an ablation study of the number of decoder layers in Tab. 4 to further
demonstrate the searching efficiency improved by this module. The results of not
using query initialization are also listed for comparison.

Increasing decoder layers commonly brings higher accuracy. The compari-
son indicates using only 4 decoder layers with query initialization have already
achieved good results, better than the method using 6 decoder layers without
query initialization. It is because query initialization endows map element queries
with priors.

Table 4: Ablation of the number of decoder layers on nuScenes [1], trained with 24
epochs. The results of the method without query initialization are listed for comparison.
The results better than the method without query initialization are highlighted in blue.

Method Layer APped APdiv APbou mAP

w/o Query Initialization 6 62.6 64.5 66.8 64.6

w/ Query Initialization

3 60.7 61.9 65.4 62.6
4 63.6 64.7 68.0 65.4
5 64.5 66.5 68.6 66.6
6 65.8 67.4 68.5 67.2

E Discussion about Localization Error

By default, we train and test HRMapNet with the groundtruth ego-pose, which
is a common practice in temporal-based map perception and object detection
methods, such as StreamMapNet [7] and BEVFormer [3]. In the main body of
the paper, it is demonstrated that HRMapNet has certain robustness to pose
error even without specific design. The noise level is set according to common
requirements in self-driving.

To further deal with localization error in practice, we can add pose noise as
augmentation during training, and the results are listed in Tab. 5. The robust-
ness is further enhanced even for large pose errors, with some compromise of
accuracy. Furthermore, as a future work, we can change convolution-based to
attention-based BEV feature aggregation to alleviate misalignment caused by
large localization errors.

Table 5: Performance with the augmentation of adding pose noise on nuScenes [1],
trained with 24 epochs. σr is applied standard deviations of rotation noise.

σr (rad) 0 0.005 0.01 0.02 0.05 0.1

HRMapNet 65.8 65.7 65.4 65.4 64.8 63.1
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F Visualized Prediction Results

In Fig. 1, Fig. 2, and Fig. 3, we provide more visualized comparison results. All
three methods are trained with 24 epochs. Ours is based on MapTRv2. The last
column are visualized retrieved local rasterized maps. With the help of the local
map, HRMapNet commonly achieves more accurate results, such as predicting
map elements which are hard to recognize in images because of occlusion, bad
weather or at long range.

We evaluate constructed rasterized map using mean intersection over union
(mIOU) and the result is mIOU=35.6 (ped:48.9, div:26.6, bou:31.5), which is not
a high performance. But our target is not to build and utilize a perfect HRMap.
Although occasionally retrieved local maps are with noise or even error, HRMap-
Net still predicts good results from images. Such examples are mainly illustrated
in Fig. 3. The map noise or error is mainly from previous noisy predictions be-
cause of adverse weather, bad illumination or occlusions at turning or long range.
Since such noisy predictions take only a small part, these map noise would be
removed gradually by multiple accurate predictions in long-term running. Specif-
ically, for the example in the first row of Fig. 3, the global map is still empty
since it is the first frame, but HRMapNet still provides accurate results. For the
example in the second row of Fig. 3, the prediction results are not affected by
the errors in the retrieved local map, caused by previous predictions. And such
map error is gradually removed by new accurate predictions, as illustrated in
the third row.

G Visualized Global Rasterized Map

We provide some visualized examples of the final global rasterized maps in Fig. 4
and Fig. 5. These global maps are constructed from empty ones, and updated
gradually by prediction results of testing data. We also provide a supplementary
video for this process.
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Fig. 1: Visualized results. The last column is the retrieved local rasterized maps in
HRMapNet. Lane divider, pedestrian crossing and road boundary are illustrated in
red, green and blue respectively.
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Fig. 2: Visualized results. The last column is the retrieved local rasterized maps in
HRMapNet. Lane divider, pedestrian crossing and road boundary are illustrated in
red, green and blue respectively.
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Fig. 3: Visualized results. The last column is the retrieved local rasterized maps in
HRMapNet. Lane divider, pedestrian crossing and road boundary are illustrated in
red, green and blue respectively.
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Fig. 4: Visualized global rasterized maps.
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Fig. 5: Visualized global rasterized maps.
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