
Enhancing Vectorized Map Perception with
Historical Rasterized Maps

Xiaoyu Zhang1,∗ , Guangwei Liu2,∗ , Zihao Liu3 , Ningyi Xu3 ,
Yunhui Liu1,B , and Ji Zhao2,†

1 The Chinese University of Hong Kong
2 Huixi Technology

3 Shanghai Jiao Tong University
zhang.xy@link.cuhk.edu.hk xuningyi@sjtu.edu.cn

yhliu@mae.cuhk.edu.hk zhaoji84@gmail.com

Abstract. In autonomous driving, there is growing interest in end-to-
end online vectorized map perception in bird’s-eye-view (BEV) space,
with an expectation that it could replace traditional high-cost offline
high-definition (HD) maps. However, the accuracy and robustness of
these methods can be easily compromised in challenging conditions,
such as occlusion or adverse weather, when relying only on onboard
sensors. In this paper, we propose HRMapNet, leveraging a low-cost
Historical Rasterized Map to enhance online vectorized map percep-
tion. The historical rasterized map can be easily constructed from past
predicted vectorized results and provides valuable complementary infor-
mation. To fully exploit a historical map, we propose two novel modules
to enhance BEV features and map element queries. For BEV features,
we employ a feature aggregation module to encode features from both
onboard images and the historical map. For map element queries, we
design a query initialization module to endow queries with priors from
the historical map. The two modules contribute to leveraging map in-
formation in online perception. Our HRMapNet can be integrated with
most online vectorized map perception methods. We integrate it in two
state-of-the-art methods, significantly improving their performance on
both the nuScenes and Argoverse 2 datasets. The source code is released
at https://github.com/HXMap/HRMapNet.

Keywords: Autonomous driving · Bird’s-Eye-View · Vectorized map
perception · Historical map

1 Introduction

High-definition (HD) maps comprise positions and structures of vectorized map
elements (e.g., lane divider, pedestrian crossing, and road boundaries), playing
a vital role in the navigation of self-driving vehicles. Traditionally, HD maps are
constructed offline, utilizing SLAM-based methods [36,51] and complex pipelines
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for annotation and vectorization. The high cost of constructing and maintaining
an HD map severely impedes the development of autonomous driving. Conse-
quently, researchers are turning to online map perception using onboard sensors.

The HD map used in autonomous driving is a type of vectorized map, which
is a collection of point sets for each map element. Such vectorized representation
is friendly for downstream tasks, including motion prediction [8] and planning.
Some existing works treat map perception as a segmentation task [20, 52] and
produce a rasterized map, which is a rectangular grid of pixels recording semantic
labels for each position. However, a rasterized map lacks instance information
and requires complex processing to be converted to the desired vectorized map.

To address the limitations above, recent work MapTR [25] defines HD map
perception as a point set prediction task and utilizes DETR [4] to directly predict
vectorized map elements in bird’s-eye-view (BEV) space. From then, different
methods [6, 32, 47, 50] are proposed to improve online vectorized map percep-
tion. This trend raises the expectation of potentially discarding offline HD maps
in autonomous driving. However, relying solely on onboard sensors for online
map perception poses challenges. Some challenging conditions, including adverse
weather or occlusion, can significantly impact its accuracy and robustness.

In this paper, we want to underscore the crucial role of a historical map. But
unlike traditional high-cost HD maps, we can alleviate the requirement of the
map and maintain a low-cost one, thanks to the improving performance of online
map perception. We propose HRMapNet, a novel framework designed to main-
tain and leverage a global historical rasterized map for vectorized map percep-
tion. Here, we choose a rasterized map to keep historical information for the fol-
lowing reasons. 1) Vectorized maps can be rasterized easily and efficiently [19,50].
2) It is straightforward to merge/retrieve a local rasterized map to/from a global
one. 3) A rasterized map provides clear priors of where to search for desirable
map elements. 4) A rasterized map takes only a small memory footprint.

As the pipeline of HRMapNet in Fig. 1, vectorized maps from online percep-
tion are rasterized and then used to update a global historical map. For online
map perception, a local rasterized map within the current perception range is
retrieved and serves as complements to onboard sensors. The map updating
and retrieving can be realized easily. Such pipeline can be integrated with most
existing state-of-the-art (SOTA) online vectorized map perception methods.

The maintained global historical rasterized map can be set from empty and
updated gradually from online perception results. When revisiting previous loca-
tions, retrieved local maps can enhance map perception by providing additional
prior information. In practice, such historical maps can even be constructed
and maintained collectively by a crowd of vehicles. Then, our method can be
extended to facilitate crowdsourcing information for online map perception.

Existing vectorized map perception methods typically encode onboard images
into BEV features and use learnable queries to decode desirable map elements.
To take full advantage of historical rasterized maps within this well-established
framework, we propose two novel modules to enhance both BEV features and
map element queries. Specifically, we introduce a map feature aggregation mod-
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Fig. 1: Pipeline of the proposed HRMapNet. The words in red are what we design to
maintain and leverage a historical map for online perception.

ule to encode features from both images and the retrieved rasterized map, which
compensates for insufficient features from onboard images alone. Moreover, we
encode the retrieved rasterized map into prior embeddings and design a query ini-
tialization module, in which base map element queries firstly interact with these
map prior embeddings. Then, the initialized queries can search for desirable map
elements more efficiently. As a result, HRMapNet utilizes both onboard images
and a maintained historical rasterized map to achieve superior performance.

In summary, our main contributions are as follows:

– We propose HRMapNet, a framework leveraging historical rasterized maps
for online vectorized map perception. Past predicted vectorized maps are
rasterized to update a global historical rasterized map, which serves as com-
plementary information to benefit subsequent online map perception.

– We design two modules to enhance both BEV features and learnable map
element queries to take advantage of a historical map. For BEV features,
we employ a BEV feature aggregation module to encode features from both
images and the retrieved rasterized map. For map element queries, we design
a query initialization module to search for desirable map elements efficiently.
Both modules improve the online perception performance.

– We integrate HRMapNet with two SOTA methods (MapTRv2 [26] and
StreamMapNet [48]), and remarkable improvements are demonstrated on
both nuScenes [1] and Argoverse 2 [43] datasets under the same settings. We
also provide extra results to demonstrate the robustness and potential usage
for practical self-driving applications.
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2 Related Work

Since map elements are commonly constructed in BEV space, online map per-
ception benefits a lot from BEV feature learning [5, 15, 22, 23, 31], which trans-
forms image features from surrounding cameras of a self-driving vehicle to BEV
space. For example, [15, 31] lift image features to 3D space and utilize pooling
to produce BEV features. [5, 22,23] learn BEV representations in a transformer
architecture. Map perception is generally compatible with all of these methods.

2.1 Map Perception with Single Frame

At early stages, map perception mainly focuses on lane detection [7,16,40], road
topology reasoning [2, 3, 21, 24, 39] or map segmentation [10, 34, 52], which are
mainly constructing rasterized maps and need post-processing to produce desired
vectorized map elements for downstream applications. For example, predicted
rasterized maps are clustered to acquire final vectorized maps in HDMapNet [20].

VectorMapNet [27] and MapTR [25] are pioneer works to predict vectorized
map elements directly. VectorMapNet designs a map element detector and a
polyline generator to produce final vectorized maps. MapTR proposes a uni-
fied permutation-equivalent modelling and utilizes the DETR [4] paradigm to
predict vectorized map elements directly. Following these breakthroughs, vector-
ized map perception becomes popular in autonomous driving research, leading
to the development of many methods for improving performance. The evolved
version MapTRv2 [26] adds decoupled self-attention in the decoder and auxiliary
losses, improving the accuracy largely. ScalableMap [47] exploits the structural
property of map elements and designs a progressive decoder for long-range per-
ception. MapVR [50] introduces differentiable rasterization and rending-based
loss for superior sensitivity. Furthermore, instead of simple point set represen-
tation, BeMapNet [32] predicts Bézier control points and PivotNet [6] predicts
pivot points instead of a fixed number of points for accurate results.

2.2 Map Perception with Complementary Information

The above methods predict map elements using a single frame, which lim-
its further improvements. Recent advancements have expanded beyond single-
frame perception, incorporating complementary information. For instance, extra
standard-definition (SD) maps are explored to help HD map perception [18] and
lane-topology understanding [29]. Satellite maps are used to augment onboard
camera data for map perception in [9]. These methods require extra data for
online perception and thus increase cost in practical applications.

Temporal information is a more accessible complement for online perception.
It has been widely used in BEV feature learning [22] and object detection [41].
For vectorized map perception, StreamMapNet [48] leverages temporal infor-
mation through query propagation and BEV feature fusion. SQD-MapNet [42]
introduces stream query denoising to facilitate temporal consistency. In these
methods, short-term previous frames in temporal are utilized for perception.
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Fig. 2: Architecture of the proposed HRMapNet. The gray blocks are kept unchanged
from SOTA online vectorized map perception methods.

One step further, if all temporal information is collected and utilized, a map
can be constructed. In [46], a map of past LiDAR scans is utilized for object de-
tection in autonomous driving. NMP [45] constructs a map of past BEV features
for map segmentation. But BEV features take substantial memory footprint,
which limits its practical usage. Take the Boston map in nuScenes dataset [1] as
an example, BEV features require over 11 GB memory in NMP [45]. By contrast,
we propose to maintain a low-cost historical rasterized map for vectorized map
perception, which takes only 120 MB memory for the same Boston map.

3 Method

3.1 Overview

Our proposed HRMapNet is designed as a complement to SOTA online vector-
ized map perception methods. As illustrated in Fig. 2, HRMapNet maintains a
global historical rasterized map (described in Sec. 3.2) to aid online perception.
Given surrounding images as input, 2D features are extracted from a shared
backbone and transformed to BEV space. We introduce a map encoder and
feature aggregation module (described in Sec. 3.3) to obtain enhanced BEV fea-
tures from both onboard cameras and retrieved local maps. Additionally, we
also design a novel query initialization module (described in Sec. 3.4), working
before the original map decoder. This module aims to endow base queries with
prior information from local maps, enabling more efficient search for desirable
map elements. Finally, vectorized map elements are predicted directly from the
prediction head and can be rasterized to merge into the global map.
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3.2 Global Rasterized Map

We firstly introduce the rasterized map used to save historical information. As
illustrated in the bottom left corner of Fig. 2, vectorized maps are rasterized
to update a global map. Here we adopt the rasterization method used in [19].
Briefly, the label of each pixel in the rasterized map is determined based on
its distance to vectorized elements’ boundary. From each online prediction at
i-th timestamp, we can obtain a semantic mask, referred as local rasterized map
M l

i ∈ {0, 1}H×W×N , where H and W denote the spatial shape of the perception
range in BEV space; N is the number of map element categories and N = 3 as
in previous methods [25, 48], representing lane divider, pedestrian crossing and
road boundary, respectively. Therefore, M l

i (p) ∈ {0, 1}1×N indicates whether
and what map elements exist at position p = (x, y) for each category; the value
1 indicates existence and the value 0 indicates non-existence.

Such rasterized map we utilize is analogous to occupancy grid map [30], a
well-established concept in robot navigation and mapping [11, 12]. Occupancy
grid mapping [37] is extensively studied for updating a global map from local
observations. We use a similar method to update the global rasterized map
Mg ∈ RHg×W g×N , where Hg and W g denote the spatial shape of the global
map. For map updating, the local coordinate p of each pixel of M l

i is firstly
transformed to the global coordinate pg based on the ego-pose Ti = [Ri, ti]:

pg = fg←l(p;Ti) ≜ round(Rip+ ti) (1)

where Ri and ti are relative rotation and translation, and round(·) denotes the
rounding function which converts a continuous coordinate to a discrete coordi-
nate in the rasterized map. Alternatively, given global coordinate pg and pose
[Ri, ti], its corresponding local coordinate p is

p = fl←g(p
g;Ti) ≜ round(RT

i (p
g − ti)) (2)

Then the global map Mg can be updated based on the local map M l
i for each

category. Take one category for example:

Mg(pg)←

{
Mg(pg) + S+ if M l

i (p) = 1

Mg(pg)− S− if M l
i (p) = 0

(3)

where p is determined by Eq. (2), Mg records the status for each map element
category, S+ and S− are defined values to update status based on local prediction
results. This simple method integrates local results into a global map efficiently,
facilitating continuous refinement and updating. For online perception, a local
rasterized map is retrieved from the global map based on the ego-pose Ti, and a
threshold Sth is used to determine whether map elements exist for each category:

M l
i (p) =

{
1 if Mg(pg) > Sth

0 if Mg(pg) ≤ Sth

(4)

where pg is determined by Eq. (1).
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In our implementation, the global map Mg is scaled to 8-bit unsigned int
values to reduce memory consumption. As a result, a rasterized map consumes
only a small memory footprint, about 1 MB per kilometer.

3.3 BEV Feature Aggregation

Various methods [15, 22, 23, 28, 31] have been proposed to transform features
from perspective view to BEV space, serving as a fundamental module in map
perception. For example, MapTRv2 [26] utilizes BEVPoolv2 [15] to acquire BEV
features FI ∈ RH×W×C , where C is the number of feature channels. We keep
this module unchanged and introduce an aggregation module to enhance BEV
features with prior information from local maps.

In HRMapNet, the retrieved local map M l serves as priors indicating where
deserves more attention for map element perception. Therefore, inspired by FB-
BEV [23], we add additional BEV queries at locations where map elements exist
in the local map (i.e., M l(p) ̸= 0). These additional BEV queries are projected
onto images to extract relevant features through spatial cross-attention [22].
Then, additional BEV features are acquired where map elements exist in the
local map. For the locations where no map elements exist (i.e., M l(p) = 0),
corresponding additional BEV features are set as zeros. These additional BEV
features are formulated as FM ∈ RH×W×C .

In the feature aggregation module, FI , FM and M l are fused together:

FBEV = Conv(Concat(FI + FM ,M l)) (5)

Here, FM is added to FI to compensate for deficiencies. Additionally, M l can
be regarded as special BEV features with clear semantic information. Thus we
concatenate it with BEV features and use convolution to acquire the enhanced
BEV features FBEV ∈ RH×W×C for further processing.

3.4 Query Initialization

In addition to fusing the retrieved rasterized map into BEV features, a novel
query initialization module is designed to facilitate efficient search for desirable
map elements. Within a DETR [4] paradigm, a set of learnable queries will
interact with extracted features to search for desirable elements. Without prior
information, queries would search from random and prediction results are refined
gradually through several decoder layers.

In HRMapNet, the retrieved rasterized map provides prior information about
where map elements may exist and thus can facilitate map element queries search
for desirable elements efficiently. As illustrated on the right of Fig. 2, the pro-
posed query initialization works before the original map decoder. Base queries
will firstly interact with prior features embedded from the local map.

In detail, for a valid location where map elements exist in the retrieved local
map M l, its position p is related to a learnable position embedding PE(p) ∈
R1×C ; and the semantic vector M l(p) is projected to a label embedding LE(p) ∈
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R1×C using a linear projection. Then, we acquire a map prior embedding for each
valid position:

ME(p) = PE(p) + LE(p) (6)

Map prior embedding ME(p) ∈ R1×C encodes where map elements may exist
based on the retrieved local map. To fuse priors, base queries interact with a set
of map prior embeddings through cross-attention [38]. Then, initialized queries
search desirable elements in BEV features through original decoder layers. More-
over, to improve efficiency and save memory consumption, the retrieved local
rasterized map M l is downsampled before extracting map prior embeddings.

3.5 Implementation Details

Training. The prediction head and training loss remain identical to SOTA vec-
torized map perception methods. Taking MapTRv2 [26] as an example, the pre-
diction head predicts a class score and sequential 2D point positions for each
element. Classification loss, point-to-point loss and edge direction loss are used
for training; one-to-many loss [17], dense prediction loss and depth loss are used
as auxiliary supervision. In each training epoch, the global map is set from empty
and updated gradually from prediction results.

Testing. To ensure fair comparison, the global map is also initialized as empty
by default and updated from prediction results. Since testing frames are typically
evaluated in chronological order, most testing frames can still benefit from the
updated global map from their preceding frames.

4 Experiments

To demonstrate the effectiveness, we integrate HRMapNet with two SOTA online
vectorized map perception methods, MapTRv2 [26] and StreamMapNet [48].

4.1 Experimental Setup

Datasets. We evaluate HRMapNet on two commonly used self-driving datasets,
nuScenes [1] and Argoverse 2 [43]. The nuScenes dataset provides 6 surrounding
images captured across 1000 scenes in 4 locations, while Argoverse 2 provides
7 surrounding images captured across 1000 scenes in 6 cities. The two datasets
comprise multiple traversals in both training and validation sets, providing di-
verse and comprehensive data for evaluation.

Metric. Following MapTRv2 and StreamMapNet, three map element categories
(i.e., lane divider, pedestrian crossing and road boundary) are predicted. Cham-
fer distance is used to determine whether the prediction matches with the ground
truth under three thresholds (0.5 m, 1.0 m, and 1.5 m). The mean average pre-
cision (mAP) is calculated for the three categories.
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Table 1: Comparison on nuScenes [1]. In each block, the first row is the method
as baseline and improved methods are labelled by “#”. In the “Modality” column, -
means using only a single frame; “SDMap” means adding an extra SDMap as input;
“Temporal” means using temporal information; “HRMap” denotes using a historical
rasterized map. The results of MapTR and P-MapNet are taken from P-MapNet; the
results of StreamMapNet and SQD-MapNet are taken from SQD-MapNet, which are
also consistent with the results reproduced by ourselves. Other results are taken from
their papers. FPS is measured on a single NVIDIA A100 GPU with batch size of 1.
The improvements introduced by our method are labelled in red.

Method Modality Epoch APped APdiv APbou mAP FPS

VectorMapNet [27] - 110 36.1 47.3 39.3 40.9 -
PivotNet [6] - 24 56.2 56.5 60.1 57.6 -
BeMapNet [32] - 30 57.7 62.3 59.4 59.8 -

MapTR [25] - 24 41.2 49.5 51.1 47.3 -
# P-MapNet [18] SDMap 24 43.7 50.9 53.5 49.4 -

StreamMapNet [48] - 24 60.4 61.9 58.9 60.4 22.5
# SQD-MapNet [42] Temporal 24 63.0 65.5 63.3 63.9 -
# HRMapNet HRMap 24 63.8 69.5 65.5 66.3(↑5.9) 21.1

MapTRv2 [26] - 24 59.8 62.4 62.4 61.5 19.6
MapTRv2 [26] - 110 68.1 68.3 69.7 68.7 19.6
# HRMapNet HRMap 24 65.8 67.4 68.5 67.2(↑5.7) 17.0
# HRMapNet HRMap 110 72.0 72.9 75.8 73.6(↑4.9) 17.0

Details. We keep all training and validation details the same as MapTRv2 and
StreamMapNet. We use MapTRv2 as an example to elucidate the subsequent
settings, more details can be found in their original papers.

Each map element is modelled as 20 sequential points. The perception range
is set as [-30m, 30m] from rear to front and [-15m, 15m] from left to right, and
the resolution of BEV features is 0.3m×0.3m. The shape of a local rasterized
map is set the same as BEV features; the resolution of both local and global
rasterized maps is also 0.3m×0.3m. We set S+ as 30 and S− as 1 to update the
global map.

Our model is trained on 8 NVIDIA A100 GPUs with a batch size of 8 × 4,
the learning rate is set to 6 × 10−4. ResNet50 [14] is used as the backbone to
extract image features.

4.2 Comparison with SOTA Methods

Comparison on nuScenes. As illustrated in Tab. 1, we compare HRMapNet
with SOTA vectorized map perception methods. HRMapNet largely outperforms
the methods using only single frame images (i.e., VectorMapNet, PivotNet, Be-
MapNet, MapTR, StreamMapNet and MapTRv2). Specifically, when trained
with 24 epochs, HRMapNet boosts the performance of StreamMapNet and Map-
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Table 2: Comparison on Argoverse 2 [43]. †: The results are re-evaluated using the
official codes under the same setting with StreamMapNet.

Method Modality Epoch APped APdiv APbou mAP FPS

StreamMapNet [48] - 30 62.0 59.5 63.0 61.5 20.2
# SQD-MapNet [42] Temporal 30 64.9 60.2 64.9 63.3 -
# HRMapNet HRMap 30 63.8 62.5 66.6 64.3(↑2.8) 19.5

MapTRv2† [26] - 30 60.0 68.7 64.2 64.3 18.1
# HRMapNet HRMap 30 65.1 71.4 68.6 68.3 (↑4.0) 16.2

Table 3: Comparisons on new split data sets proposed in StreamMapNet.

Dataset Method Modality APped APdiv APbou mAP

nuScenes StreamMapNet [48] Temporal 29.6 30.1 41.9 33.9
# HRMapNet HRMap 36.9 30.3 44.0 37.1(↑3.2)

Argoverse 2 StreamMapNet [48] Temporal 56.9 55.9 61.4 58.1
# HRMapNet HRMap 60.1 58.3 66.0 61.5(↑3.4)

TRv2 by +5.9 mAP and +5.7 mAP, respectively. When trained with 110 epochs,
HRMapNet still outperforms MapTRv2 by +4.9 mAP under the same setting.

In comparison to methods introducing complementary information, HRMap-
Net also stands out for its comprehensive utilization of all historical infor-
mation. Besides onboard images, P-MapNet adds extra SDMap from Open-
StreetMap [13], but the improvement is lower than ours. SQD-MapNet is a con-
current work which leverages stream query denoising strategy to benefit from the
results of previous frames. Since all predicted results are preserved in a global
rasterized map, HRMapNet leverages not only temporal information but all past
results for online perception, and thus achieves superior performance.

Moreover, HRMapNet maintains high efficiency in terms of inference speed
when integrated with StreamMapNet and MapTRv2, running at 21.1 FPS and
17.0 FPS, respectively. This ensures HRMapNet not only enhances performance
but also remains practical for real-time applications in autonomous driving.

Comparison on Argoverse 2. The results on Argoverse 2 dataset, as pre-
sented in Tab. 2, further demonstrate the effectiveness of HRMapNet. HRMap-
Net achieves significant enhancements across both StreamMapNet and Map-
TRv2, with an increase of +2.8 mAP for StreamMapNet, surpassing the perfor-
mance of SQD-MapNet which leverages temporal information. Similarly, when
compared to MapTRv2, HRMapNet exhibits superior performance with a gain
of +4.0 mAP. These results underscore the effectiveness and versatility of our
method across different methodologies and datasets.

Comparison on new split sets. The above experiments are conducted on the
commonly used original dataset split, in which overlap of locations exist between
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Table 4: Ablations on each component of HRMap. The improvement introduced by
each component is labelled in red.

Method APped APdiv APbou mAP

MapTRv2 [26] 59.8 62.4 62.4 61.5
+ Feature Aggregation 62.6 64.5 66.8 64.6(↑3.1)

+ Query Initialization 65.8 67.4 68.5 67.2(↑2.6)

Table 5: Ablations on map resolution in query initialization. The default setting is
highlighted in blue. Mem denotes the maximum GPU memory consumed in training.

Method Resolution APped APdiv APbou mAP Mem. (GB) FPS

MapTRv2 - 59.8 62.4 62.4 61.5 22.25 19.6

#HRMapNet

0.3 m 63.9 66.5 68.6 66.3 64.94 16.6
0.6 m 65.8 67.4 68.5 67.2 31.41 17.0
0.9 m 64.1 65.3 69.6 66.4 25.17 17.1
1.2 m 63.2 67.2 69.4 66.6 25.22 17.1
1.5 m 64.3 65.6 68.2 66.0 25.94 17.2

training and validation sets. StreamMapNet proposes new splitting methods for
nuScenes and Argoverse 2, in which training and validation data are separated
in locations. We also provide results on these new split sets in Tab. 3. On the
new split data, StreamMapNet utilizes query propagation and BEV fusion to in-
tegrate temporal information. We do not use these two temporal fusion modules
and only integrate utilizing a global rasterized map. HRMapNet still improves
the base StreamMapNet by over +3.0 mAP on these two datasets, which rein-
forces the value of integrating a global rasterized map.

4.3 Ablation Study

In this subsection, we provide some ablation studies of our method, which are
conducted on nuScenes with 24 epochs and use MapTRv2 [26] as the baseline.

Feature aggregation and query initialization. For online perception, our
method leverages global map information in both BEV features and queries. We
provide an ablation study about these two modules in Tab. 4. From MapTRv2,
integrating global map information into BEV features brings an improvement
of +3.1 mAP. Introducing query initialization further improves the performance
by +2.6 mAP. Both components have significant positive effect for integrating
global map information into online perception.

To further demonstrate that the proposed query initialization helps search
for map elements more efficiently, an ablation study of decreasing decoder layers
is provided in the supplementary material.

Map resolution in query initialization. In query initialization, all valid
positions where map elements exist are embedded as map priors to endow in-
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Table 6: Testing mAP with different localization errors. The same model is tested
with varying levels of noise. The random noise is subject to a normal distribution. σt

and σr are applied standard deviations for translation and rotation respectively.

σt (m)
0 0.05 0.1 0.2

σr

(rad)

0 67.2 67.1 66.9 66.2
0.005 66.7 66.7 66.6 66.0
0.01 66.2 66.0 66.0 65.4
0.02 64.6 64.5 64.2 63.8

formation to base queries. However, sometimes too many prior embeddings are
extracted, consuming large amounts of memory. To address this, local raster-
ized maps are downsampled to a coarser resolution before extracting map prior
embeddings. In Tab. 5, we provide an ablation study of the resolution used to
encode map prior embeddings. For the resolution of 0.3 m, downsampling is not
used, resulting in a large number of embeddings and significant GPU memory
consumption during training. As the resolution decreases, memory usage also de-
creases rapidly. The impact on inference speed is minimal. We set the resolution
to 0.6 m as the default setting, because the memory consumption is acceptable
and it gets the best performance. The results also indicate HRMapNet consumes
about 9 GB extra GPU memory in training, compared to MapTRv2.

4.4 Extra Results for Practical Usage

Robustness to localization error. As described in Sec. 3.2, the global map is
updated from local predicted rasterized maps based on ego-pose. In autonomous
driving, ego-pose can be localized with high accuracy using GNSS modules or
SLAM-based methods [36, 51]. To assess the robustness of HRMapNet to lo-
calization errors, we conduct additional experiments on the nuScenes dataset,
as presented in Tab. 6. The model is based on MapTRv2 and trained with 24
epochs; all results are from the same model with varying levels of localization
errors. We add random noises to both translation and rotation of ego-pose, and
thus both map updating and retrieving would be affected.

The results clearly demonstrate the robustness of HRMapNet to localization
errors, particularly in terms of translation. One contributing factor is the rela-
tively small map resolution (0.3m) utilized in our method. Despite varying levels
of localization errors, HRMapNet consistently achieves comparable results, ex-
periencing only a 1 mAP drop in most cases. Even in the worst case with the
largest noise, a historical map still brings benefits (63.8 mAP) compared to the
baseline, MapTRv2 (61.5 mAP).

Considering localization with 0.1 m error for translation and 0.01 rad error
for rotation is a common requirement in autonomous driving [33], these extra
results indicate the effectiveness of HRMapNet in practical usage.
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Table 7: Ablations on initial maps. The model used here is the same with only different
initial maps. “Empty” is the default setting. “Validation Map” denotes using validation
data to construct a global map for the first running. “Training Map” denotes the global
map constructed during training.

Initial Map APped APdiv APbou mAP

Empty 65.8 67.4 68.5 67.2
Validation Map 72.0 71.9 73.9 72.6
Training Map 81.8 85.9 83.4 83.7

Different initial maps. In the above experiments, HRMapNet is tested with an
empty initial global map for a more fair comparison. The global map is updated
gradually from perception results and benefits later prediction. For many frames,
the online perception actually only benefits from short-term previous frames in
temporal, which weakens the power of using a global historical map.

Here, we provide extra results with pre-built initial maps in Tab. 7. The
model used here is the same as in Tab. 1, integrated with MapTRv2 and trained
24 epochs. Note that the model is not re-trained or finetuned, and we only
test it with different initial maps. Here are two kinds of maps can be provided.

For the “validation map”, the same model is tested with validation data twice.
The first time is running with an empty initial map. The map is updated grad-
ually as validation data comes in and the final global map is saved. This global
map is loaded for the second validation. There is actually no extra data input,
the model constructs a global map by itself and use it again for validation. With
the help of this more complete map, the performance of the same model is further
enhanced by +5.4 mAP.

Besides, the global map constructed during training is saved and loaded again
for validation. As stated in Sec. 4.2, there are overlaps in location between train-
ing and validation data. Thus this training map can also benefit online perception
for validation. Because this training map is more accurate, the performance is
improved largely by +16.5 mAP.

We provide these extra results to show the potential of HRMapNet for practi-
cal usage in autonomous driving, including crowdsourcing online map perception.
Provided with an easily maintained global map, which may even be constructed
by other vehicles, the performance of online vectorized map perception can be
improved largely.

4.5 Qualitative Results.

In Fig. 3, we show some qualitative comparisons in three challenging scenarios:
severe occlusion, rainy day and poor lighting at night. The online map perception
relying only on onboard sensors can be easily affected by these inevitable factors.
Leveraging a historical rasterized map, HRMapNet helps to improve online map
perception ability to handle such challenges. More visualized results and analysis
are included in the supplementary material.
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Fig. 3: Visualized results in three challenging scenarios: severe occlusion, rainy day and
poor lighting at night. All three methods are trained with 24 epochs. Ours is based on
MapTRv2. Lane divider, pedestrian crossing and road boundary are illustrated in red,
green and blue respectively.

5 Discussion and Conclusion

In this paper, we propose to leverage historical information by maintaining a
global rasterized map for improved online vectorized map perception. The global
rasterized map can be constructed and maintained easily from past prediction
results. We utilize such historical rasterized maps as complementary information
for both BEV feature aggregation and query initialization. The proposed frame-
work is compatible with most existing online vectorized map perception methods.
It is demonstrated our proposed HRMapNet can boost two SOTA online vector-
ized map perception methods by a large margin. We expect HRMapNet can be
a basis for crowdsourcing map perception: an accurate global rasterized map is
maintained by a crowd of self-driving vehicles and serves as priors for accurate
online vectorized map perception for each vehicle.

Limitations. Our proposed HRMapNet mainly focuses on how to leverage a
historical rasterized map for online vectorized map perception. We do not design
elaborate map maintaining methods and only use a simple yet effective one from
robotic occupancy grid mapping to merge local predictions to a global map. In
practice, more intelligent methods could be explored and utilized, such as [49]
for collaborative semantic mapping; [35] utilizing recurrent neural networks; [44]
produces consistent rasterized maps from multiple predictions.
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