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Abstract. Automated animal face identification plays a crucial role in
the monitoring of behaviors, conducting of surveys, and finding of lost an-
imals. Despite the advancements in human face identification, the lack of
datasets and benchmarks in the animal domain has impeded progress. In
this paper, we introduce the PetFace dataset, a comprehensive resource
for animal face identification encompassing 257,484 unique individuals
across 13 animal families and 319 breed categories, including both ex-
perimental and pet animals. This large-scale collection of individuals
facilitates the investigation of unseen animal face verification, an area
that has not been sufficiently explored in existing datasets due to the
limited number of individuals. Moreover, PetFace also has fine-grained
annotations such as sex, breed, color, and pattern. We provide multiple
benchmarks including re-identification for seen individuals and verifica-
tion for unseen individuals. The models trained on our dataset outper-
form those trained on prior datasets, even for detailed breed variations
and unseen animal families. Our result also indicates that there is some
room to improve the performance of integrated identification on multi-
ple animal families. We hope the PetFace dataset will facilitate animal
face identification and encourage the development of non-invasive animal
automatic identification methods. Our dataset and code are available at
https://dahlian00.github.io/PetFacePage/.
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1 Introduction

Animal identification plays a crucial role in animal studies and applications such
as monitoring animal behavior, conducting habitat surveys, locating missing an-
imals, and performing health checks. Traditional identification techniques, in-
cluding ear tags, tattoos, ear punching, and toe clipping, continue to be utilized
mainly for experimental animals and livestock [13]. However, given that these
methods have the potential to cause stress and pain [37,45,56], their use should
be minimized to prioritize animal welfare. Therefore, there is a pressing need for
the development and adoption of identification technologies that are not only
effective and efficient but also minimally invasive, thereby mitigating the ethi-
cal concerns associated with traditional methods. While advanced tools such as
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digital IDs [34, 55] have been introduced, their applications involve a laborious
process, i.e., attaching the devices to each animal individually. The process is
costly and potentially stressful for the animals. Moreover, these physical tags
can identify only pre-defined individuals, which makes them impractical for use
in real world scenarios.

In the human domain, digital face recognition is one of the effective ap-
proaches for the identification. It has been developed for use in smartphones,
airport security, and systems for finding missing people. Therefore, the research
community made great efforts to develop sophisticated deep learning-based face
recognition models [15, 26, 33, 40, 63, 65], empowered by large-scale datasets and
benchmarks, e.g ., [21, 29,48,57].

Despite the promise of human face recognition, the research progress towards
automatic animal face individual recognition has been impeded, primarily be-
cause of the lack of extensive datasets and benchmarks for animal face recog-
nition. Previous openly available datasets mostly include less than 100 individ-
uals [10, 19, 30, 47, 66], which makes it far from generalized and discriminative
identification models and precise evaluation for unseen individuals.

In this paper, we introduce a large-scale animal face recognition dataset called
PetFace that contains 257,484 individuals in total across 13 species with 319
breeds with 1,012,934 images. We show the example images of our PetFace in
Fig 1. The number of individuals in our dataset is over 110 times that in the
previous largest animal face dataset [49]. We sourced images and related informa-
tion from the internet, with automated and manual filtering processes applied to
ensure the dataset is not only large but also finely detailed and clean. Moreover
PetFace has fine-grained annotations including sex, breeds, and colors and pat-
terns of their skin, which allows further investigation for fine-grained recognition
and evaluation.

PetFace offers two benchmarks: one for recognizing known (seen) individu-
als and the other for recognizing unknown (unseen) ones. We also conduct the
verification of the fine-grade breeds and unseen animal categories.

Our main contributions are as follows: (i) We establish a new dataset for ani-
mal face recognition called PetFace, which contains a total of 257,484 individuals
across 13 types of animal families and 319 breeds with fine-grade annotations
including sex, breed, color of animals. (ii) We set the benchmarks on recognizing
known (seen) individuals and unknown (unseen) ones. (iii) We show that the
model trained using our dataset shows the generalization capabilities for unseen
individuals and even for unseen animal categories.

2 Related Work

Building datasets and benchmarks is an important step in advancing animal
re-identification through deep models. While earlier efforts have established the
basics of animal face recognition, there is considerable potential for further devel-
opment. Compared to the dataset for human face recognition [21, 29, 48, 57, 67],
those for animal faces [10,19,49,66] have much fewer individuals. The evaluation
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Cat Chimp Chinchilla Degus Dog Ferret Guinea HamsterHedgehog Parakeet Java Pig Rabbit

Fig. 1: Example images of our PetFace. We introduce a large-scale animal face re-
identification dataset PetFace that include 257,484 unique individuals across 13 families
and 319 breeds. From the left, the images represent Cat, Chimpanzee, Chinchilla,
Degus, Dog, Ferret, Guinea pig, Hamster, Hedgehog, Parakeet, Java sparrow, Pig, and
Rabbit. The four images enclosed within the white square’s grid lines represent the
same identity.

scenarios represented in these datasets often fall short of real-world applicability;
most of the datasets focus on closed-set re-identification, rather than recognizing
unseen individuals that is a critical requirement for practical applications. Our
work enables the training and evaluation on a large number of individuals across
a wider range of animal families and breeds.
Human Face Identification is the process of identifying an individual’s iden-
tity using their unique facial characteristics. The huge demands for individual
identification have grown mainly in the human domain. In the identification
of human faces, which is known as face recognition, considerable efforts have
been expended in the research community [15,26,33,40,63,65]. Because of their
domain-agnostic frameworks, most of the state-of-the-art methods in face recog-
nition can be exported into other domains, such as animal identification. Further-
more, these advancements have been supported by the introduction of large-scale
datasets and benchmarks [21,29,48,57,67] that have played a crucial role in fa-
cilitating the exploration of powerful models. Motivated by this, we create the
PetFace dataset to fill the gap between human face recognition and animal face
recognition.
Animal Identification is the process of identifying an individual’s identity us-
ing their unique body or facial characteristics, which is an important task across
various scenarios, including monitoring animals, conducting habitat surveys, and
finding missing animals. With the advance of computer vision technology, vari-
ous openly available datasets contribute to computer vision for animals [6–8,12,
18,20,24,31,38,46,50,59,60,64]. Various methods are used to create the dataset,
such as recording images [12, 18, 24, 53, 60] and videos [22, 38, 46, 50, 64, 68], and
using aerial image [6,7,20]. Recording individual information is labor intensive;
therefore, most of the previous datasets contain only a limited number of indi-
viduals and are focused on one species. Recently, WildlifeDatasets [61], which
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Dataset Family #Individuals #Images Fine-grained annotation

CTai [19] Chimp 78 5078 Age, Sex
CZoo [19] Chimp 24 2109 Age, Sex
MacaqueFaces [66] Monkey 34 6280 -
BristolGorillas2020 [10] Gorilla 7 5428 -
DogFaceNet [49] Dog 1393 8363 -
Flickr-dog [47] Dog 42 374 -
THODBRL2015 [30] Horse 47 2820 Angle
ZindiTurtleRecall [4] Turtle 2265 12803 Angle
SeaTurtleID2022 [5] Turtle 438 8729 Timestamp
Ours 13 families 257,484 1,012,934 Sex, Breed, Color & Pattern
Table 1: Openly available animal face identification datasets. Compared to
other datasets, PetFace has the largest number of individuals, and a wider range of
families and breeds.

gathers previously openly available datasets [1–4,6–9,11,12,16,18–20,22,24,27,
28,36,38,46,50–53,60,62,64,66,68,69] combined, was introduced. This research
creates the benchmarks using existing available datasets.

The advances in human face recognition raise an interest in animal face recog-
nition. One notable challenge is the variation in facial structures between animals
and humans. This has led to studies like AnimalWeb [32] and CatFLW [44] that
propose specialized methods for animal facial key points detection. Automatic
animal face identification has been studied, which can help humans to monitor
animals [25, 39, 42, 43, 58]. We review several publicly available face identifica-
tion datasets in Table 1. Apes, such as Chimpanzees [19] and Gorillas [10], are
one of the species that have been studied. However, as the dataset size is rel-
atively limited, the datasets are insufficient to evaluate new unseen individual
faces. In addition to primates, research on facial (head) identification has also
extended to turtles, with the ZindiTurtleRecall [4] dataset offering a substantial
number of images of individual turtles in a controlled environment. To address
the limitations of in-the-wild data collection, the SeaTurtleID2022 [5] dataset
includes wild data, albeit with a reduced number of individuals, owing to the
extensive effort required for data collection. Among datasets containing mam-
mals, the DogFaceNet dataset [49] featuring 1,393 individual dogs stands out for
its size. Nevertheless, the significant variation in appearance across dog breeds
suggests that even this larger dataset may not be sufficiently comprehensive. In
addition to the limited number of individuals, previous animal face datasets of-
ten focus on only single animal families. They can contribute to specific animal
family research but can not explore animal identification across many families
and breeds.

3 PetFace Dataset

PetFace is a large animal face identification dataset that expands research on an-
imal face recognition, which has been impeded by a scarcity of suitable datasets
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and benchmarks. This section details the construction of the PetFace dataset,
including our labor-efficient methods for collecting animal face images and a
semi-automated filtering process to ensure quality fine-grained categorization
and statistics of the dataset.

3.1 Dataset Statistics

(a) Individual distribution

(c) Breed annotation examples
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Fig. 2: Dataset distribution. Each figure represents (a) the number of individuals in
each animal family. (b) the sex distribution percentage by animal family. (c) examples
of breed annotations. (d) examples of color annotations.
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The PetFace dataset encompasses 1,012,934 images spanning 257,484 unique
individuals. Detailed distributions of animal families are illustrated in Fig 2(a).
Images are cropped to 224 × 224 pixels around their faces. Our PetFace also
has fine-grained annotations. Sex distribution across different animal families
is depicted in Fig 2(b), with sex information available for 240,861 individuals,
accounting for 94% of the dataset. The dataset includes annotations for 319
breeds, with examples of breed annotations shown in Fig 2(c). Furthermore, as
detailed in Fig 2(d), the dataset provides in-depth color information through
two-tier hierarchical annotations. Please see the supplemental for the detailed
information per each animal family.

3.2 Data Sourcing

Collecting images of animal faces via photography is labor and time intensive,
which impedes the creation of large-scale datasets. In contrast, the human face
recognition field benefits greatly from the availability of images sourced from the
Internet. In this section, we outline our approach to assembling the collection of
animal face images through the Internet, where each is associated with unique
individual identifiers.
Curation of images. In contrast to the human domain, acquiring multiple im-
ages for individual animals is more challenging. Unlike human datasets where a
large number of celebrity images can be readily sourced, animal images require
alternative approaches for curation. We utilized two primary sources: (i) pet
shops’ websites and (ii) animal adoption websites. The advantage of pet shops
lies in their provision of high-quality, diverse images, capturing individuals from
various angles and offering detailed information about each animal, including
color, sex, and specific breed details. On the other hand, animal adoption sites
offer images set against a variety of backgrounds and conditions that are often
provided by pet owners, thus ensuring each individual is presented in a unique
setting. These sources provide images that are highly suitable for animal recog-
nition tasks and that are especially useful for recognizing animals in varied wild
environments. For Chimps, we additionally use images from the webpage of a
collaborative research institution.

To ensure the dataset’s quality, we were selective in choosing websites for
curation. We only use the websites introducing each animal on one page to
gain the individual IDs. Aware of the potential for pet owners to upload the
same images to multiple websites, we chose a single pet adoption website from
each region (e.g ., one per country) to minimize duplicates. For pet shops, we
confirmed that the animals listed were unique to a certain shop to ensure the
uniqueness of our dataset entries. Using these sources, we collected 1,443,737
images from 325,420 individuals.

3.3 Face Alignment and Filtering

Face Detection. We detect facial landmarks to align and crop the images.
We adopt the AnyFace [35] that is trained on mixed face datasets including
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Cropping and Alignment

Image Collection Automated Filtering Manual Filtering

Removed image
Detected 

multiple faces

Face Detection

Fig. 3: Data filtering process. We adopt a two-stage data filtering approach. Ini-
tially, images containing multiple faces are automatically removed. Subsequently, any
images that do not depict animal faces or fail to meet alignment criteria are manually
eliminated.

AnimalWeb [32]. Because the positions of animal facial parts are sometimes
very different from those of humans, we use different reference points for different
species in face alignment. After landmark detection, we select one frontal image
as a reference for each species. We compute the average landmarks over all the
landmarks aligned with the reference. Then, we define the target positions of the
landmarks in the images; all the images are aligned to the target positions.
Data Filtering. Fig 3 shows the overview of our data filtering process. Because
the fully automatic face detection above sometimes fails, we adopt a two-stage
data filtering process to filter out the following cases: 1) Images contain mul-
tiple animals simultaneously. 2) Images are unrelated to animals, such as ad-
vertisements. 3) Images focus on non-animal elements, such as random patterns
in backgrounds, toys, or people, rather than the animals themselves. First, we
automatically remove images where multiple faces are detected in an image. Sec-
ondly, annotators manually assess all the images and remove those that do not
depict the target animals or where the face alignment differs from our intended
criteria. Because checking whether the faces are properly aligned or not requires
some expertise, all the images are filtered by the authors to ensure the quality of
the dataset. This manual filtering process took about 100 man hours. After this
stage, we keep 1,012,934 images, which is approximately 70% of the initial image
number. Detailed distributions of animal families are illustrated in Fig 2(a).

3.4 Fine-Grained Annotations

Fine-grained categorization enhances its usefulness for downstream applications,
e.g ., the creation of challenging datasets based on animal’s individual attributes.
However, collecting extensive individual animal data poses a major challenge in
assembling large datasetse owing to the significant effort involved. In response,
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we collect as much individual animal information corresponding to the images as
possible. Our annotations include sex, color, and specific breed details, depending
on their availability on the source websites. The annotation process involves:
1) extracting individual information displayed on websites alongside images, 2)
refining raw text data to develop individual data tables, 3) manually verifying
that all attributes are refined and free of unrelated information, and 4) manually
annotating individuals with missing attributes on the website.

As a result, we include a sex category for all classes, with breed annotations
for eight animal classes (Cat, Chimp, Dog, Guinea pig, Hamster, Parakeet, Pig,
and Rabbit), and color annotations for eleven animal classes (Cat, Chinchilla,
Degus, Ferret, Guinea pig, Hamster, Hedgehog, Parakeet, Java sparrow, Pig,
and Rabbit). Note that the manual annotations are performed only on colors
and patterns because images alone do not allow us to accurately determine
an animal’s sex or breed. Detailed distributions of sex per animal families are
illustrated in Fig 2(b). In Fig 2(c) and (d), we illustrate the examples of breed
annotations and color and pattern annotations.

4 Experimental Methodology

We introduce two principal evaluation protocols: 1) re-identification for seen
faces, and 2) verification for unseen faces. To establish these benchmarks, we have
curated two distinct types of test sets. Specifically, for unseen face verification, we
carefully separate the dataset into training, validation, and test sets to prevent
data leakage that can arise from shared backgrounds.

4.1 Evaluation Protocols

We adopt two types of evaluation.

1. Re-identification: This evaluation selects images from the test data that
match the identities present in the training data. This procedure involves
identifying test images that correspond to the same identities used during
model training. The objective is to assess the model’s ability to accurately
recognize and associate test images with the correct identities from the train-
ing dataset.

2. Verification: This evaluation checks if the model can identify unseen faces.
This means that we use different identities during the training and testing
phases. For each identity, we select one image that matches the identity and
one image randomly chosen from a different identity. This process creates
pairs of images where one pair consists of images from the same identity,
and another pair consists of images from different identities. We then task
the model with predicting whether the faces in each pair belong to the same
identity or different identities. This approach allows us to comprehensively
evaluate the model’s ability to recognize and differentiate between individual
identities.
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4.2 Data Split

To establish benchmarks for seen individuals re-identification and unseen indi-
viduals verification, we use specific split protocols, creating two test sets designed
for each task. For seen individuals re-identification, the process involves verifying
images of the same identities used in training; thus, we select test images from
the same individuals for the training set. We, therefore, ensure that each indi-
vidual is represented by at least three photos i.e., a minimum of two for training
and one for testing. For unseen individuals verification dataset, we ensure that
it contains no images from sources that are also represented in the training or
validation sets per animal family to prevent bias from similar environmental
conditions. We divide the dataset into training, validation, and each testing sets
following a 7:1:2 ratio as closely as possible, given the outlined criteria.

4.3 Models

We train state-of-the-art models based on deep neural networks on our PetFace
to build the benchmarks. For the re-identification task, we approach the training
and testing phases as classification problems; an individual is assigned to a class.
On the other hand, for the verification task, we train models in the same manner
as for the re-identification task but evaluate the models by computing the cosine
similarity between pairs of images to be identified if they are the same individual.
Specifically, we focus more on the loss functions that are crucial for identification
tasks than network architectures. We refer to three important loss functions in
addition to the basic Softmax-based classification model:
Triplet loss [26] is designed to take a triplet of samples, i.e., an anchor xa, a
positive xp (another image of the same identity as the anchor), and a negative
xn (an image of a different identity) - and learn embeddings in such a way
that the xp is closer to the xa than the xn by a margin. This loss function is
particularly beneficial for face Re-ID as it directly targets the relative distances
between different and same identity pairs, encouraging the model to learn a
feature space where embeddings of the same identity are clustered together while
being far from other identity clusters.
Center loss [65] works alongside Softmax Loss to enhance the discriminative
power of the learned features. While Softmax Loss focuses on inter-class sepa-
rability, Center Loss aims to minimize the intra-class variations. It does this by
penalizing the distance between the deep features of each class and their cor-
responding class center. Center Loss ensures that the embeddings of the faces
of the same individual are closer together, thus making the feature distribution
more compact for each identity.
ArcFace loss [15] introduces an angular margin between classes to enforce a
discriminative feature space. It modifies the Softmax loss by adding a margin
penalty to the angle between the feature vector and the corresponding class
center in the angular space. This angular margin encourages models to learn
more distinguishable embeddings to separate classes.
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We use ResNet-50 [23], which we found performs better than recent Trans-
former-based models in Table 5, as our base backbone for all applied loss func-
tions to simplify our experiments and make them easier to grasp.

In addition to the comparison on the models trained on PetFace, we evaluate
state-of-the-art models trained on other datasets including:
ImageNet [14] is a conventional image classification dataset including 1000
general object classes. We use the ResNet-50 trained on the dataset.
CLIP [54] learns semantic relationships between images and texts in a cross-
modal contrastive learning manner empowered by web-scale image-caption datasets.
We use ResNet-50 backbone.
MegaDescriptor [61] is a state-of-the-art model for animal identification trained
on a unified animal identification dataset including 33 existing animal re-iden-
tification datasets [1–4,6–9,11,12,16,18–20,22,24,27,28,36,38,46,50–53,60,62,
64,66,68,69]. We use the officially provided SwinTransformer-B [41] backbone.

5 Experimental Result

5.1 Benchmark on Animal Face Re-identification

We show the re-identification results in terms AUC in Table 2. We train models
with the baseline loss functions independently on each class. We can see that
ArcFace performs consistent results, 51.23% of average accuracy, compared to
the other loss functions (41.88% for Softmax and 9.81% for Center). On the other
hand, Center loss does not learn sufficient discriminative features for animal face
re-identification, especially on Cat and Dog where the number of the test classes
are 113,592 and 46,755, respectively. These results encourage the community
to explore more effective representation learning methods for re-identification
tasks.

Moreover, motivated by MegaDescriptor, we train an ArcFace model on the
entire PetFace, denoted as Joint-Trained on PetFace in the table. We observe
that the joint-training strategy provides some improvements, e.g ., from 54.29%
to 70.30% for Cat and from 29.08% to 41.49% for Pig although in some classes
the results get worse, e.g ., from 43.27% to 34.30% for Chimp and from 62.19% to
44.78% to Parakeet. This result indicates that there is some room to improve the
performance of integrated identification on imbalance and wide-range datasets.

In Fig 4, we display the Top-k (k = 1, 3, 5) accuracy metrics. While accuracy
naturally increases with larger k values, the relative ranking of accuracy across
different animal families remains largely consistent. ArcFace maintains the best
performance across these evaluations.

5.2 Benchmark on Animal Face Verification

Next, we show the verification results in Table 3. We use the trained models
in Table 2 and evaluate them on unseen individuals. Similar to our findings
in the re-identification task, ArcFace proved to be effective, achieving the best
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Method Top-1 Accuracy (%) Avg
Cat Chimp Chinchilla Degus Dog Ferret Guinea Hamster Hedgehog Parakeet Java sparrow Pig Rabbit

Trained on PetFace
Softmax 30.46 41.70 58.13 37.84 59.14 25.88 60.07 38.27 27.81 50.88 33.55 21.64 59.05 41.88
Center 0.00 5.38 29.76 12.03 0.00 7.91 31.77 9.46 13.76 1.68 4.86 7.44 3.51 9.81
Arcface 54.29 43.27 67.34 45.41 77.86 28.92 67.90 47.37 30.90 62.19 42.27 29.08 69.13 51.23

Joint-Trained on PetFace
ArcFace 70.30 34.30 69.86 56.08 68.75 46.12 68.66 54.33 44.38 44.78 34.55 41.49 65.75 53.80

Table 2: Result on animal re-identification. ArcFace outperforms the other loss
functions. The jointly trained model on our PetFace shows the best average top-1
accuracy.

Method AUC (%) Avg
Cat Chimp Chinchilla Degus Dog Ferret Guinea pig Hamster Hedgehog Parakeet Java sparrow Pig Rabbit

Trained on PetFace
Softmax 97.97 85.22 84.44 86.19 98.98 83.15 95.30 87.73 87.27 98.39 84.67 87.09 98.53 90.38
Center 50.20 81.60 80.96 81.34 59.64 78.77 92.10 83.59 85.26 96.91 80.54 82.58 97.01 80.81
Triplet 96.94 77.10 76.12 72.80 97.97 79.48 83.37 80.08 81.47 91.56 77.86 75.72 94.74 83.48
Arcface 97.71 83.76 87.70 87.61 99.45 86.24 96.03 90.32 86.13 98.63 84.45 89.88 99.01 91.30

Joint-Trained on PetFace
ArcFace 98.04 83.20 89.63 86.79 99.01 88.44 94.14 92.50 87.86 98.40 89.38 92.38 98.45 92.17

Trained on Other Dataset
ImageNet 81.58 73.67 70.80 70.69 97.18 67.95 85.19 74.13 75.01 90.45 79.49 82.42 86.23 79.60
CLIP 85.10 70.70 73.42 74.66 91.86 70.89 80.67 73.91 77.65 83.19 76.52 80.02 83.55 78.63
MegaDescriptor 87.30 83.01 77.85 77.79 93.75 76.53 88.36 77.91 78.74 89.76 78.64 88.08 90.38 83.70

Table 3: Result on animal verification. Jointly trained on our PetFace shows the
best performance. We also compared to the trained models on other dataset.

results with an average AUC of 92.17% when jointly trained on the PetFace
dataset. Similar to face re-identification in Sec 5.1, in some classes, the results
get worse when jointly trained across animal families e.g ., Chimp, Degus, Dog,
Guinea pig, Parakeet, and Rabbit. We also examined models pre-trained on
other datasets including ImageNet, CLIPand MegaDescriptor in order to make
more comparisons. Among these models, MegaDescriptor, which trained on the
animal re-identification dataset, showed the highest AUC of 83.70%. We show
the similarity distribution on the our cat dataset in Fig 5. Comparing the per-
formance of CLIP, MegaDescriptor, and our joint-trained models, our findings
indicate that our model achieves the most distinct separation between positive
and negative samples. In contrast, the MegaDescriptor model displays a closer
distribution of these samples, and with CLIP, the overlap between positive and
negative distributions is significantly more pronounced.

5.3 Comparison with Previous Datasets

We conduct cross-dataset evaluations where models are tested on different datasets
other than the training datasets to demonstrate the generality of our dataset.
Here, we compare our dataset with 1) CTai [19] and CZoo [19] for Chimpanzee
and 2) DogFaceNet [49] and Flickr-dog [47] for Dog. All images of the compared
datasets are aligned in the same manner as ours for fair comparisons. We split
the identities of the compared datasets into training and test sets in a ratio of 7:3
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Fig. 4: Top-k accuracy (k = 1, 3, 5). ArcFace consistently shows the best perfor-
mance consistently.
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Fig. 5: Similarity distributions of (a) CLIP, (b) MegaDescriptor, and (c)
our joint-trained model on cats. The horizontal axis represents similarity and
the vertical axis represents frequency. The model trained on PetFace shows the most
distinct separation between positive and negative samples.

and then uniformly pick the positive and negative pairs. Because CTai, CZoo,
and Flickr-dog have a few test identities, we each pick five positive and negative
pairs for each test identity for robust evaluations.

We show the verification results in Tables 4(a) and (b). We exclude the results
trained on the same dataset as the test set denoted in gray for fair comparisons.
For the Chimpanzee datasets, the model trained on our dataset outperforms pre-
vious datasets. For case tested on CTai, our dataset outperforms CZoo (67.33%
vs. 66.76%). For the other case tested on CZoo, our dataset also surpasses CTai
(71.27% vs. 69.31%). This result demonstrates that our Chimpanzee dataset is
more effective and general than the previous datasets. For the Dog datasets, ow-
ing to the significant scale of our dataset, the model trained on our dog dataset
outperforms not only cross-dataset results but also in-dataset ones denoted in
gray. These results support the quality of our PetFace dataset.

5.4 Analysis

Different networks. To examine the impact of different network architec-
tures on the performance on PetFace, we additionally train two backbones,
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Train Set Test Set AUC (%)

Database #Ind. #Images CTai CZoo

CTai 49 2857 75.80 69.31
CZoo 17 1323 66.76 80.49
Ours-Chimp 446 2679 67.33 71.27

(a) Chimp datasets.

Train Set Test Set AUC (%)

Database #Ind. #Images DogFaceNet Flickr-dog

DogFaceNet 975 5879 98.72 85.51
Flickr-dog 30 265 94.98 87.77
Ours-Dog 46755 168348 99.65 95.54

(b) Dog datasets.

Table 4: Comparisons with previous datasets for Chimp and Dog. The re-
sults when the test sets are the same as the training datasets are excluded for fair
comparisons. The models trained on our dataset outperform those trained on previous
datasets.

Method AUC (%) Avg
Cat Chimp Chinchilla Degus Dog Ferret Guinea pig Hamster Hedgehog Parakeet Java sparrow Pig Rabbit

ResNet-50 97.71 83.76 87.70 87.61 99.45 86.24 96.03 90.32 86.13 98.63 84.45 89.88 99.01 91.30
ViT-32-B 94.44 78.60 71.13 82.69 93.39 68.17 83.21 77.89 87.77 95.07 80.62 75.31 95.18 83.35
Swin-B 87.35 74.23 76.21 84.04 85.75 71.60 91.56 88.33 86.22 94.12 84.66 66.56 90.56 83.17

Table 5: Verification result on different backbones. ResNet-50 achieves the best
average AUC.

VisionTransformer-32-B [17] and SwinTransformer-B [41], with the same training
configuration as our base model (ResNet-50) and report the verification results
in Table 5. We observe that ResNet-50 outperforms the additional transformer-
based models in most cases and achieves the best average AUC of 91.30%.
Fine-grained verification. In real world scenarios, animal verification is some-
times conducted within a specific breed rather than different breeds. To meet
this demand, we introduce fine-grained verification where positive and negative
pairs are chosen only from the same breeds. We refer to the top-10 dog breeds
of individuals in our datasets: Chihuahua, Dachshund, French bulldog, Golden
retriever, Miniature dachshund, Pomeranian, Shiba inu, Shih tzu, Toy poodle,
and Yorkshire terrier. We construct the fine-grained test sets and evaluate the
models on each breed. The results are visualized in Fig. 6. It can be seen that
our model achieves a good performance on all the breeds (98.30% on average).
The results achieved for the baseline models are lower in comparison (84.99%,
80.78%, and 86.25% for ImageNet, CLIP, and MegaDescriptor, respectively).
Moreover, we find that the results achieved with MegaDescriptor show signifi-
cantly more degradation than the cross-breed verification result in Table 3 from
93.75% to 86.25%. while our model maintains the results at a high-level (from
99.01% to 98.39%). This result indicates that our dataset overcomes the limi-
tation of the previous dog dataset [69] that suffers from the poor performance
for specific breed verification owing to its insufficient number of individuals (192
individuals).
Generality to Unseen Families. Lastly, we evaluate the verification generality
to unseen animal families. To achieve this, we additionally collect 100 identities
each of Parrot, Lacertilia, and Squirrel, which are not contained in either our
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Golden Retriever French Bulldog

Dachshund

Chihuahua

Yorkshire Terrier

Toy PoodleShih Tzu

Shiba Inu

Pomeranian

Miniature Dachshund

ImageNet

CLIP
MegaDescriptor
Ours

Fig. 6: Fine-grained dog verification.
Trained on our PetFace Dog achieves the
best performance consistently.

Parrot

LacertiliaSquirrel

ImageNet

CLIP
MegaDescriptor
Ours

Fig. 7: Generality to unseen ani-
mal families. Trained on our PetFace
achieves the best performance even for
unseen animal families.

dataset or WildLifeDataset [61]. We compare our model that is jointly trained
on our dataset across families with the baseline models in Fig. 7. Our model
outperforms the baselines on all the species. For Parrot, particularly, our model
achieves an AUC of 88.99%, revealing its superiority over MegaDescriotor with
a large margin. This result supports the generality and variety of our PetFace
dataset.

6 Conclusion

We introduced the PetFace, a comprehensive animal identification dataset en-
compassing 13 families, featuring 257,484 unique individuals across 319 breed
categories. We have collected images and their information and conducted au-
tomated and manual filtering to ensure the quality of the large-scale dataset.
This dataset also includes detailed annotations of sex, breed, colors, and pat-
terns to facilitate more investigation and application in a real-world scenario.
We establish two main benchmarks: 1) re-identification of seen individuals and
2) verification of unseen individuals.

Our experiments show the generality of the models trained on our dataset to
verification on other datasets or unseen animal families. We also found that there
is still room for improvement in the integrated identification of multiple animal
families. To promote further research, we will make this dataset, experiment
code, and models available to the research communities. This dataset will enable
computer vision researchers to tackle animal face identification across a wide
range of breeds and push forward progress on animal face identification tasks.
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