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Abstract. Language-image pre-training largely relies on how precisely
and thoroughly a text describes its paired image. In practice, however,
the contents of an image can be so rich that well describing them requires
lengthy captions (e.g., with 10 sentences), which are usually missing in
existing datasets. Consequently, there are currently no clear evidences
on whether and how language-image pre-training could benefit from long
captions. To figure this out, we first re-caption 30M images with de-
tailed descriptions using a pre-trained Multi-modality Large Language
Model (MLLM), and then study the usage of the resulting captions
under a contrastive learning framework. We observe that, each sentence
within a long caption is very likely to describe the image partially (e.g.,
an object). Motivated by this, we propose to dynamically sample sub-
captions from the text label to construct multiple positive pairs, and
introduce a grouping loss to match the embeddings of each sub-caption
with its corresponding local image patches in a self-supervised manner.
Experimental results on a wide range of downstream tasks demonstrate
the consistent superiority of our method, termed DreamLIP, over previous
alternatives, highlighting its fine-grained representational capacity. It
is noteworthy that, on the tasks of image-text retrieval and semantic
segmentation, our model trained with 30M image-text pairs achieves on
par or even better performance than CLIP trained with 400M pairs.
Project page is available at https://zyf0619sjtu.github.io/dream-
lip.

Keywords: Language-image pre-training· Long caption· Multi-modal
learning·

1 Introduction

Language-image pre-training largely relies on how precisely and thoroughly a
text describes its paired image. Existing image text pairing datasets typically
⋆ Equal contribution
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CLIP-30M:

Kite surfer in the air on top of a red board.

A large orange and white kite flying in a blue sky.

A large kite with three orange, white and black fish.

A picture of a very large kite flying in the air.

CLIP-400M:

A large white and red parasail in the blue sky.

A red and white parachute is in the sky.

A red, 163.jpgflying among the sky.

Several para-gliders can be seen in the blue sky.

DreamLIP-30M:

A large orange and white kite flying in a blue sky.

A red and white parachute is in the sky.

A large white and red parasail in the blue sky.

A large kite with three orange, white and black fish.

Image-Text Retrieval

CLIP-30M CLIP-400M

DreamLIP-30M

Image

GT

Is the Christmas tree positioned in 
front of a large window or in front 
of a wall between two windows?

(a) (b)

CLIP-400M:

(a) In front of a large window. (b) In front of a large window. ×
DreamLIP-30M:

(a) In front of a large window. (b) In front of a wall between two windows. 

(a) In front of a large window. (b) In front of a large window. ×

CLIP-30M:

Semantic Segmentation Image Understanding in MLLM

Long Caption: 
• The image captures a serene bedroom scene. 
• Dominating the center of the room is a bed, neatly 

made with a white comforter and a gray blanket. 
• The bed is flanked by two nightstands, each hosting 

a lamp, casting a warm glow in the room. 
• The room itself is characterized by a wooden floor, 

adding a touch of rustic charm to the space. 
• A large window punctuates one wall, draped with 

white curtains that filter the outside light. 
• The walls are painted in a soothing shade of gray, 

providing a neutral backdrop that enhances the 
room's tranquil ambiance. 

• Above the bed, a large abstract painting hangs, its 
vibrant colors contrasting with the room's muted 
tones. 

• The bed, being the largest piece of furniture, 
serves as the focal point of the room. 

• The nightstands, lamps, and painting are arranged 
around it, creating a balanced composition.

Generated
Long 

Caption

MLLM

Fig. 1: Richness of an image’s content often necessitates long captions for adequate
description, with each sentence likely conveying a fragment of the image’s entirety.
Thanks to the long captions, our DreamLIP trained with 30M image-text pairs achieves
on par or even better performance than CLIP trained with 400M pairs on the tasks of
image-text retrieval, semantic segmentation, and image understanding in MLLM.

include short captions, which barely scratches the surface of the intricate real
image. In practice, the contents of an image can be so rich that describing them
well requires long captions (e.g., with 10 sentences). These sentences are included
in the long captions of corresponding image which can typically delineate various
local regions of the image. Thus, long captions can unleash the potential of
a real-world image and enrich semantic learning of language-image models.
This multifaceted relationship between long captions and images presents an
untapped reservoir of semantic richness.

Although long captions have enormous potential, there is a shortage of million-
scale datasets to evaluate it in vision-language pre-training. One of the most
straightforward approaches is: utilizing pre-trained Multi-modality Large Lan-
guage Models (MLLM) to generate long captions. Actually, recent works [1, 12,
46, 48, 52, 57] also have explored the use of synthetic data to improve vision-
language modeling. Specifically, RLEG [57] exploits DALL-E 2 [41] to generate
feature embedding online for learning effective vision-language representation.
StableRep [46] shows that training on synthetic images generated by Stable
Diffusion [43] and their multi-positive contrastive learning method can match
the performance of training on real images. LaCLIP [12] uses large language
models to rewrite the captions of the real images as data augmentation. On
the other hand, some methods [32, 52] utilize the pre-trained visual-language
model to generate concise synthetic short captions that focus on the image
content to address the noise in the original web data. Although existing methods
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have attempted to improve the representation ability of multi-modal models
using short captions, there are currently no clear evidences on whether and how
language-image pre-training could benefit from long captions.

To figure this out, we first re-caption 30M images with detailed descriptions
using a pre-trained MLLM, and then study the usage of the resulting captions
under a contrastive learning framework. As shown in Fig. 1, we observe that
each sentence within a long caption is very likely to describe the image partially
(e.g., bed). Motivated by this, we propose to dynamically sample sub-captions
from the text label to construct multiple positive pairs. This innovative process
allows us to forge an image-text dataset with long captions, wherein we employ
a multi-positive loss framework to intricately intertwine sub-captions with their
corresponding images, crafting a rich tapestry of aligned modalities. Taking
it a step further, our approach also delves into learning subcaption-specific
groupings of image patches. By applying a subcaption-specific grouping loss, we
achieve a fine-grained alignment that meticulously pairs local image patches with
their respective textual embeddings across different sub-captions. This nuanced
pairing brings forth a better semantic alignment between the two modalities.

Experimental results across a diverse array of downstream tasks consistently
demonstrate the superiority of our DreamLIP. These results underscore its ex-
ceptional fine-grained representational abilities when compared to previous al-
ternatives. Notably, in the tasks of image-text retrieval, semantic segmentation,
and image understanding in MLLM, our model trained on 30 million image-text
pairs datasets achieves performance that is comparable to, or even surpasses,
that of CLIP, despite the latter being trained on a dataset consisting of 400
million pairs.

2 Related Work

Vision-Language Pre-training. Some recent works like CLIP [40] and ALIGN
[19] have shown that contrastive vision-language pre-training can provide rich
and general representations for numerous downstream tasks. However, these
methods only apply contrastive loss between the entire image and its caption,
ignoring the local alignment between text and image. To this end, FILIP [53]
and PyramidCLIP [16] modified the original contrastive loss to act between
text tokens and image patches. Furthermore, HILCLIP [17] captures the hi-
erarchical nature of high-level and fine-grained semantics conveyed in images
and texts through hierarchy-aware attention. UniCLIP [25] instead integrated
the contrastive loss of both inter-domain and intra-domain pairs into a single
universal space. SoftCLIP [15] relaxed the strict one-to-one constraint with a
soft target to enable image-text pairs to have some local similarities and model
many-to-many relationships between the two modalities. Instead, in order to get
a more robust representation, CLOOB [14] used Hopfield network to regulate
the convergence of the learned representations, and FIBER [10] introduced dual
modality encoders to obtain better fused multi-modal features. In addition,
FLIP [28] and MaskCLIP [9] used image patch masking as an effective method
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for vision-language pre-training. Finally, since the image-text pairs crawled from
the internet are replete with substantial noise, UniCL [51] proposed to integrate
image-label pairs from supervised datasets, while CoCa [55], BLIP [26] proposed
to denoise text captions by regenerating them.
Improving Vision-Language Pre-training with Synthetic Data. Syn-
thetic data has been employed to improve models’ performance on many com-
puter vision tasks ranging from semantic segmentation [5, 42], object detection
[20] and image classification [56]. Recent works [12, 46, 52, 57] have explored
the effect of synthetic data to improve vision-language pre-training. RLEG [57]
exploits DALL-E 2 [41] to generate feature embedding online for learning ef-
fective vision-language representation. StableRep [46] shows that training on
synthetic images generated by Stable Diffusion [43] and their multi-positive
contrastive learning method can match the performance of training on real
images. Instead, SynthCLIP [18] creates synthetic image-text data using text-
to-image generative networks and large language models to eliminate the impact
of misalignment, long-tail distribution, and harmful contents in real data. On
the other hand, ALIP [52] utilizes the OFA model to generate correct synthetic
captions that focus on the image content to address the noise in the original
web data. Similarly, LaCLIP [12] uses large language models to rewrite the
captions of the real images as data augmentation. The closest to our work is
the concurrent new works [24, 32] that enhance visual-language representation
learning by utilizing multi-modal large language models to generate captions
for each image. Although existing methods have attempted to improve the
representation ability of multi-modality models using short captions, they have
yet to investigate the employment of long captions, which are rich in image
details and offer untapped informational potential.

3 Method

3.1 Preliminary

CLIP [40] mainly consists of two components: an image encoder EI and a text
encoder ET , which can project image and text into the same feature embed-
ding space. Specifically, the images {I1, I2, · · · , IN} and the corresponding raw
short texts {T1, T2, · · · , TN} are sampled from the training dataset during each
training step. The features of image Ii and text Ti are extracted using dedicated
encoders and normalization functions: vi = EI(Ii;θ), ti = ET (Ti;β). The image
and text features are used to compute the InfoNCE [38] loss, where the paired
image-text forms the positive pairs, and the unpaired ones are treated as negative
samples. In this way, the text-to-vision loss can be obtained by:

Lt2v = −
N∑
i=1

log
exp (cos⟨vi, ti⟩/τ)∑N
j=1 exp (cos⟨vj , ti⟩/τ)

, (1)
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Fig. 2: Illustration of DreamLIP. Firstly, we dynamically sample sub-captions from the
text label to construct multiple positive pairs. Then, a global multi-positive contrastive
loss is used to align text embeddings of sub-captions and global image embedding.
Meanwhile, we introduce a grouping loss to match the embeddings of each sub-caption
with its corresponding local image patches in a self-supervised manner.

where cos⟨·, ·⟩ denotes the cosine similarity and τ is a learnable temperature
parameter. Similarly, the vision-to-text loss can be obtained by:

Lv2t = −
N∑
i=1

log
exp (cos⟨ti,vi⟩/τ)∑N
j=1 exp (cos⟨tj ,vi⟩/τ)

. (2)

The total training loss is LCLIP = (Lt2v + Lv2t)/2.

3.2 Synthetic Long Caption from Image

The utilization of paired image-text datasets is pivotal in fostering models capa-
ble of perceiving semantically aligned information across modalities. However,
most of these datasets include a non-negligible portion of noisy and mismatched
image-text pairs, substantially affecting visual-language representation learning.
Thus, existing methods apply some short captions generated from MLLMs for
real images to improve representation learning of language-vision pretrained
models. The existing approaches, which correlate each image with a short cap-
tion, barely scratch the surface of the intricate tapestry woven by real-world
data. They ignore exploring how to unleash the potential of long captions that
can describe a real image in detail.

Given an image-text paired dataset D = {(Ii, Ti)}Ni=1, containing N image-
text pairs, we adopt a pretrained MLLM as a captioner f to generate a collection
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of long and short captions of images:

C = {Cl
i , C

s
i }Ni=1 = {f(Ii, ql), f(Ii, qs)}Ni=1, (3)

where Cl
i and Cs

i denote the long caption and the short caption of image Ii. In
addition, qs and ql denote the text inputs for generating long and short captions
to the MLLM, respectively. We use the simple question template “Describe the
image in details” to query the detailed long captions. Meanwhile, “Describe the
image in short:” is used as the prompt for generating short captions. The question
of detailed long captions has little impact on the diversity of answers, so we
can obtain comprehensive captions of each image. Short captions, being concise
and less prone to inaccuracies, naturally complement their longer captions by
providing a succinct essence of the content.

How long are these long captions? For most raw/short caption labels, the
number of captions in the label is one or two, with a token count of approximately
20. An image can include much effective information that needs substantial
captions to describe its visual content. Thus, We have counted the number of
tokens and sub-captions to see the amount of information in the generated long
captions. Although there are some hallucinations in the generated caption, long
captions can still bring much effective information that accurately describes the
image. We also use different MLLMs (e.g ., InstructBLIP and LLaVA-1.5) to
generate long captions to help CLIP model training. The experimental results
and statistics of different long captions are presented in Sec. 4.6.

3.3 Global Multi-Positive Contrastive Learning

Sometimes complex and multiple information can be conveyed by a single image,
which conveys its meaning or essence more effectively than a mere verbal de-
scription. Thus, a picture, which is worth a thousand words, should be described
in multiple sentences. Inspired by this, we would like to design a strategy for
long captions, towards completely utilizing the information of an image. Given
original caption T , generated long caption Cl = [c1, . . . , cM ] and short caption
Cs = [cs], we firstly conduct a sub-caption set that includes different sub-
captions. Then we can easily implement a straightforward random sampling
process to sample some sub-captions from the sub-caption set:

Si,j ∼ Uniform([T, cs, c1, . . . , cM ]), (4)

where Si,j refers to j-th sub-caption of i-th sample from the sub-caption set.
Following LaCLIP [12], the training multi-positive loss over the images becomes:

Lt2v
MPCL = −

N∑
i=1

K∑
j=1

log
exp (cos⟨vi, ti,j⟩/τ)∑N

n=1 exp (cos⟨vn, ti,j⟩/τ)
, (5)

where ti,j refers to the text embedding of sub-caption Si,j , and K denotes the
number of sampling sub-captions. Similar to CLIP loss, LMPCL = (Lt2v

MPCL +
Lv2t

MPCL)/2. This innovative process allows us to forge an image-text dataset with
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long captions, wherein we employ a multi-positive loss framework to intricately
intertwine sub-captions with their corresponding images, crafting a rich tapestry
of aligned modalities.

3.4 Subcaption-specific Grouping Loss

Multi-positive contrastive learning with long captions can help the model per-
ceive better global representation. To enhance the fine-grained representation of
CLIP, existing methods [53] try to utilize word tokens to align the image patches,
which may introduce the alignment of words unrelated to visual concepts (e.g .,
emotion words or conjunctions). Meanwhile, words in a short caption may not
take care of whole image. Thus, we would like to delve into learning subcaption-
specific groupings of image patches for improving the fine-grained ability of the
vision-language pre-training model. Multiple sub-captions from the long caption
can typically delineate various local regions of the image.

Given an image and its long caption, we first calculate the cosine similarity
between text embedding ti of i-th sub-caption and its image patch embed-
ding V = [v1, . . . ,vHW ] to localize the subcaption-specific groupings of image
patches. We view the cross-attention weights as a similarity matrix W = {ŵi,j}
and sparse it to let each sub-caption only focus on a few visual tokens, i.e.

w̃i,j =

{
ŵi,j if ŵi,j ≥ σ

0 otherwise
(6)

where σ is the sparsity threshold. After that, these weights are used to select
some subcaption-specific grouping visual tokens and pool them together:

v̂j =

HW∑
n=1

w̃i,j∑
j w̃i,j

vn. (7)

The subcaption-specific grouping loss can be formulated as follows

LSub = −
N∑
i=1

M+2∑
j=1

log
exp (cos (v̂i,j , ti,j) /τ)∑K

n=1 exp (cos (v̂i,n, ti,j) /τ)
, (8)

By applying this subcaption-specific grouping loss, we achieve a fine-grained
alignment that meticulously pairs local image patches with their respective
textual embeddings across different sub-captions. This nuanced pairing brings
forth an unprecedented level of semantic alignment between the two modalities.

3.5 Overall objective

The overall DreamLIP objective is a weighted sum of the multi-positive con-
trastive loss and the finegrained alignment constrastive loss:

LDreamLIP = λMPCLLMPCL + λSLSub, (9)

where the loss weights λMPCL and λS are hyperparameters.



8 K. Zheng et al.

Table 1: Zero-shot image-text retrieval on the test splits of Flickr30k and MSCOCO.
All models are pre-trained on YFCC15M. We use ViT-B/32 as image backbone. *
denotes that we report results for pre-trained ViT-B/32 from OpenCLIP code base.
Long caption generated from ShareGPT4V [4] is used.

Data Method

Text Retrieval Image Retrieval

Flickr30k MSCOCO Flickr30k MSCOCO

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

CC3M
CLIP [40] 26.6 52.5 63.2 13.4 32.0 43.3 18.3 39.4 49.7 10.1 25.6 35.7

DreamLIP 57.6 84.4 89.6 33.4 60.7 72.0 42.2 69.0 77.7 23.4 47.2 58.6

CC12M
CLIP [40] 49.3 77.3 85.0 29.3 54.4 65.3 35.5 61.8 71.6 19.0 41.0 52.5

DreamLIP 78.7 94.6 97.6 53.4 77.1 84.7 61.0 83.9 89.8 36.7 62.3 72.3

YFCC15M

CLIP [40] 34.9 63.9 75.9 20.8 43.9 55.7 23.4 47.2 58.9 13.0 31.7 42.7

SLIP [36] 47.8 76.5 85.9 27.7 52.6 63.9 32.3 58.7 68.8 18.2 39.2 51.0

DeCLIP [27] 51.4 80.2 88.9 28.3 53.2 64.5 34.3 60.3 70.7 18.4 39.6 51.4

UniCLIP [25] 52.3 81.6 89.0 32.0 57.7 69.2 34.8 62.0 72.0 20.2 43.2 54.4

MCD [21] 57.6 82.6 91.1 32.3 58.7 71.2 36.4 64.8 74.1 20.7 43.5 55.3

HiCLIP [17] - - - 34.2 60.3 70.9 - - - 20.6 43.8 55.3

HiDeCLIP [17] - - - 38.7 64.4 74.8 - - - 23.9 48.2 60.1

FILIP [53] - - - 33.4 60.1 - - - - 23.0 46.2 -

ALIP [52] 70.5 91.9 95.7 46.8 72.4 81.8 48.9 75.1 82.9 29.3 54.4 65.4

DreamLIP 84.9 97.3 98.7 55.7 80.5 88.2 66.0 86.4 91.4 39.8 66.0 75.5

Merged-30M
CLIP [40] 57.8 84.6 91.7 35.0 61.9 73.7 44.0 70.9 79.7 23.5 47.3 59.1

DreamLIP 87.2 97.5 98.8 58.3 81.6 88.8 66.4 88.3 93.3 41.1 67.0 76.6

LAION-400M* CLIP [40] 78.7 94.0 97.3 53.7 77.1 85.4 61.8 85.5 90.8 34.8 60.4 71.1

4 Experiments

4.1 Implementation Details and Datasets

Pretraining Datasets. To make a fair comparison with the state-of-the-art
contrastive vision-language pretraining approaches, we adopt the CC3M, CC12M
and YFCC15M datasets. In addition, we construct a 30M version of pretraining
data by including Conceptual Caption 3M (CC3M) [44] and 12M (CC12M) [44].
We mainly conduct ablation studies to validate our model on the CC3M data.
Downstream Datasets. Following CLIP, we select 11 visual recognition datasets
under the zero-shot setting, namely ImageNet [8], CIFAR 10 & CIFAR 100 [23],
StanfordCars [22], Caltech101 [13], Flowers102 [37], SUN397 [49], DTD [6],
FGVCAircraft [34], OxfordPets [39], and Food101 [2]. The same zero-shot classi-
fication protocol is applied following [40], which uses predefined prompts as text
inputs. Although CLIP only evaluates on visual recognition, we also provide
comprehensive comparisons on vision-language tasks which are more desired
in evaluating multi-modal models, including image-text retrieval on MSCO-
CO/Flickr30k Caption [30, 54], semantic segmentation (i.e., ADE20K-150 [58],
ADE20K-847 [58], VOC-20 [11], PC-59 [35] and PC-459 [35]) as well as vision-
language reasoning on ScienceQA-IMG [33], TextVQA [45], POPE [29] and
MMVP [47].
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Implementation Details. Two variants of Vision Transformer are used as
the image encoder in our experiments, i.e., ViT-B/32 and ViT-B/16, while the
text encoder is a vanilla Transformer following CLIP as a fair comparison. The
embedding size of both image and text features are 512 throughout our paper.
To make a fair comparison with CLIP family baselines, we train all models for
32 epochs under the same set of pretraining hyperparameters including learning
rate, warmup steps, weight decay, etc. The input image size is set to 224× 224,
and the input text sequence length is truncated or padded to 77. Following CLIP,
the learnable temperature parameter τ is initialized as 0.07.

4.2 Image-Text Retrieval

After pre-training, the proposed model is evaluated in a zero-shot setting on
image-text retrieval tasks, i.e., COCO, and Flickr30K. The pre-trained model
is applied to extract embeddings from images and texts, respectively. Similarity
scores between image embeddings and text embeddings are used for ranking. We
use the R@K to report the recall of top-K retrieval items. As shown in Table 1,
quantitative experimental results demonstrate our superiority over state-of-the-
art alternatives in terms of all metrics. Thanks to long captions, our model can
achieve better performance than CLIP trained by 400M image-text datasets.

4.3 Image Recognition

We have verified the zero-shot classification capability of DreamLIP on 11 com-
mon classification benchmarks. Top-1 accuracy is used for evaluation.

For the image classification task, we construct prompts with class label names
following the setting in CLIP. Then text embeddings are extracted from these
text inputs with class label names. Given an input image, the distances from
image embeddings to the text embeddings are computed, and the class label
is predicted based on the closest distance. We compare DreamLIP with Zero-
shot CLIP and some state-of-the-art methods on the 11 datasets as mentioned
above, demonstrated in Table 2. DreamLIP outperforms other SOTA methods
on average over 11 datasets, which approves the ability of our pre-trained model
to the downstream tasks. It indicates that the long captions are able to enhance
the zero-shot performance of CLIP directly transferring to the downstream task.

We also evaluate our model in three multi-classification benchmarks. As
shown in Table 5, our method can achieve on par performance with the CLIP
trained by 400M datasets. The contents of an image can be so rich that describing
them well requires lengthy captions. Thus, an image with lengthy captions can
help the model perceive more objects and understand more accurate relations
between objects in images.

4.4 Semantic Segmentation

To certify the fine-grained representational capacity of DreamLIP, we evaluate
the transferable performance on semantic segmentation tasks following SAN [50].
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Table 2: Zero-shot transfer evaluation of different models. Performance on ImageNet
and 10 common downstream datasets are reported. We highlight the best performance
of each setting in bold. Long caption generated from ShareGPT4V [4] is used.
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Model Architecture: ViT-B/32

CC3M CLIP [40] 10.2 71.3 32.1 33.8 1.4 1.0 12.0 12.1 50.9 10.8 23.6 17.2
DreamLIP 16.1 82.0 45.4 41.3 2.5 1.0 13.9 18.8 64.4 14.1 30.0 25.9

CC12M CLIP [40] 26.5 72.5 38.0 37.1 13.7 2.6 11.4 46.2 74.0 25.7 34.8 32.9
DreamLIP 48.9 86.4 63.0 55.7 17.9 1.9 23.5 41.9 83.2 25.8 44.8 44.2

YFCC15M

SLIP [36] 33.3 50.7 25.5 34.7 2.8 1.7 14.4 23.5 59.9 49.0 29.6 34.3
FILIP [53] 43.1 65.5 33.5 50.7 3.3 3.2 24.3 24.1 68.8 52.7 36.9 39.5

DeCLIP [27] 52.5 66.7 38.7 50.3 3.8 2.1 27.7 33.8 74.7 60.8 41.1 43.2
HiCLIP [17] 51.2 74.1 46.0 50.6 4.5 3.6 23.1 37.8 67.4 60.9 41.9 40.5
ALIP [52] 45.4 83.8 51.9 47.8 3.4 2.7 23.2 30.7 74.1 54.8 41.8 40.3

UniCLIP [25] 48.7 78.6 47.2 50.4 3.4 2.8 23.3 32.5 73.0 8.1 36.8 42.8
MCD [21] 54.0 80.3 49.6 55.3 4.5 3.0 30.5 40.0 73.2 7.9 39.8 44.7
CLIP [40] 26.9 77.8 48.2 42.5 5.5 4.7 18.5 15.7 62.0 39.0 34.1 33.3
DreamLIP 51.7 87.9 60.7 54.8 9.4 7.1 26.8 36.3 79.6 48.6 46.3 46.6

Merged-30M
CLIP [40] 60.7 83.6 54.7 54.6 16.2 6.9 25.9 60.5 81.2 53.5 49.8 49.0

HiCLIP [17] 63.9 77.6 56.2 60.7 22.2 5.5 38.0 65.6 82.4 62.5 53.5 52.9
DreamLIP 68.2 91.8 69.2 62.2 20.7 8.0 32.1 62.8 86.1 48.5 55.0 55.7

LAION-400M CLIP [40] 79.9 91.8 72.0 64.6 77.0 15.8 49.9 84.8 89.3 64.4 62.7 62.0

Model Architecture: ViT-B/16

CC3M

LaCLIP [12] 14.2 57.1 27.5 35.1 1.6 1.6 16.6 15.6 52.7 14.7 23.7 21.5
MLLM-A [32] 18.7 58.4 32.4 43.8 3.9 1.5 20.2 32.1 63.5 17.5 29.2 25.0

CLIP [40] 10.3 54.9 21.8 25.0 0.8 1.4 10.5 12.8 43.3 10.2 19.1 20.3
DreamLIP 19.4 74.3 44.2 45.9 2.8 1.0 17.0 27.1 63.1 14.7 31.0 31.1

CC12M

LaCLIP [12] 60.7 75.1 43.9 57.0 36.3 5.6 31.0 72.4 83.3 39.9 46.2 48.4
MLLM-A [32] 60.9 83.0 55.4 59.4 24.1 3.2 30.7 64.8 79.3 36.0 49.7 47.5

CLIP [40] 25.3 66.5 32.1 39.9 14.7 1.9 13.5 45.0 59.8 15.0 31.4 34.0
DreamLIP 58.3 87.3 62.6 54.3 29.7 4.9 29.2 60.3 83.1 28.9 49.9 50.2

YFCC15M CLIP [40] 35.0 67.1 34.8 42.0 5.1 6.3 13.9 20.4 54.5 44.3 32.3 34.1
DreamLIP 44.2 89.0 62.0 57.1 9.2 6.4 30.5 32.6 79.8 40.2 45.1 48.2

Merged-30M CLIP [40] 64.5 87.5 60.3 61.1 25.4 6.9 33.7 58.1 84.5 57.3 53.9 55.2
DreamLIP 75.4 92.3 70.8 63.9 22.7 7.9 33.9 64.1 88.3 51.8 57.1 58.4

LAION-400M CLIP [40] 85.5 93.0 71.7 66.8 83.5 16.7 52.8 90.1 91.2 63.9 65.5 67.0

Concretely, We replace and fix the pre-trained model in SAN and fine-tune it
with COCO-stuff [3]. As shown in Table 3, DreamLIP significantly surpasses CLIP
across all scale pretraining datasets (i.e., 3M, 12M, 15M and 30M). Notably,
DreamLIP exceeds CLIP by 2.5% on average over 5 widely used semantic segmen-
tation datasets with fewer data (30m v.s. 400m). The results indicate DreamLIP
can provide reliable fine-grained clues for downstream semantic segmentation
tasks with the help of long captions.
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Table 3: Transferable performance of semantic segmentation on ADE-847, PC-459,
ADE-150, PC-59, and VOC-20. Following SAN [50], we used the full training set of
COCO-stuff as the training data and our DreamLIP as pretrained models. We use ViT-
B/32 as image backbone. Long caption generated from ShareGPT4V [4] is used.

Data Method ADE-847 PC-459 ADE-150 PC-59 VOC-20 avg.

CC3M
CLIP [40] 2.1 5.2 12.3 33.8 65.4 23.8

DreamLIP 4.1 7.5 17.1 39.9 76.5 29.0

CC12M
CLIP [40] 3.3 6.7 15.7 39.2 79.7 28.9

DreamLIP 6.1 10.0 23.3 43.6 85.5 33.7

YFCC15M
CLIP [40] 3.2 8.1 14.4 42.0 82.3 30.0

DreamLIP 6.4 11.1 22.4 48.9 88.2 35.4

Merged-30M
CLIP [40] 5.8 10.2 21.0 45.8 86.9 33.9

DreamLIP 8.1 12.5 25.3 49.9 90.9 37.3

Laion-400M CLIP [40] 6.1 12.2 21.3 46.3 88.3 34.8

Table 4: Image understanding performance of DreamLIP in MLLM. We use ViT-B/32
as image backbone. The best results are in bold and the second best are underlined.
Long caption generated from ShareGPT4V [4] is used.

Data Method ScienceQA-IMG TextVQA POPE MMVP avg.

CC3M
CLIP [40] 65.7 48.0 79.0 14.7 51.8

DreamLIP 65.1 47.8 79.6 17.3 52.4

CC12M
CLIP [40] 65.3 48.0 79.0 15.3 51.9

DreamLIP 66.5 47.6 80.3 20.3 53.7

YFCC15M
CLIP [40] 65.7 48.0 79.6 18.3 52.8

DreamLIP 65.5 48.2 82.0 22.0 54.4

Merged-30M
CLIP [40] 65.5 48.6 81.0 19.3 53.6

DreamLIP 66.8 48.8 81.8 22.7 55.0

Laion-400M CLIP [40] 67.3 50.2 80.9 19.7 54.5

4.5 DreamLIP in MLLM

Here we evaluate the image understanding performance of our DreamLIP in
MLLM. We follow the training process of LLaVA-1.5 [31] which fixes the visual
encoder of CLIP and combines the encoder with LLM, simply replacing LLaVA-
1.5’s CLIP encoder with several CLIP encoders shown in Tab. 4 without further
tuning. We pick up ScienceQA-IMG [33], TextVQA [45] and POPE [29] from
evaluation benchmarks for LLaVA-1.5 which can be directly obtained the results
without submitting for website responses. MMVP benchmark [47] which exposes
the visual confusion of CLIP in MLLM is also selected. As demonstrated in
Tab. 4, our DreamLIP trained on 30M datasets outperforms CLIP utilizing the
same data scale and achieves a competitive performance with CLIP employing
400M datasets. It indicates that long captions are beneficial for holistic visual
understanding through image-text joint training because they augment CLIP-
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Table 5: Zero-shot performance on multi-class recognition tasks. OpenImage and
ImageNet-Multi contain multiple objects in an image. hico is a relation recogni-
tion dataset. We use ViT-B/32 as image backbone. Long caption generated from
ShareGPT4V [4] is used.

Data Method ImageNet-Multi
OpenImage

HICO
Class-Common Class-Rare

CC3M
CLIP [40] 12.90 48.82 26.78 10.34

DreamLIP 21.19 58.86 38.51 14.32

CC12M
CLIP [40] 27.69 58.10 49.23 13.86

DreamLIP 37.63 71.48 56.94 19.43

YFCC15M
CLIP [40] 26.74 58.27 42.42 12.25

DreamLIP 37.85 66.50 50.87 18.87

Merged-30M
CLIP [40] 41.87 71.94 59.01 19.83

DreamLIP 48.19 74.32 61.58 25.36

Laion-400M CLIP [40] 53.74 73.05 67.44 22.47

like models to mine the rich visual content hidden in images, and finally enhance
the image understanding ability in MLLM.

4.6 Ablation Studies

Effectiveness of Each Component. To further explore the effectiveness of
short captions, long captions and subcaption-specific grouping loss, we perform
ablation experiments based on the zero-shot image-text retrieval task, zero-shot
image classification and semantic segmentation.

As shown in Tab. 6, we first introduce short captions into the baseline
(i.e., CLIP), which achieves similar performance with direct using long captions
during training. It demonstrates that long captions and short captions can
help learn richer information from image than raw captions. Directly training
with the long captions may not unleash their potential. Thus, we design a
uniform sampling strategy for long captions. In this way, we can observe that
the performance is better than directing to use long captions, indicating that
model can be benefit from the multi-positive pairs including many sub-captions.
Then, when combining the short captions and sampling sub-captions together,
the performance is further improved. This is because the short captions are
concise in describing the whole image, while long captions are more details but
has some hallucinations, which can complement each other. Finally, with the
help of grouping loss, our DreamLIP can achieve the best performance in terms
of all metrics. We design a simple yet effective strategy to use the long captions
in language-image pre-training.

Long Captions from Different MLLMs. Given the significance of syn-
thetic captions in this study, we investigate the impact of captions generated
by different MLLMs on downstream tasks. The experiment results are presented
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Table 6: Ablation study of different designs. ‘S.C’ refers to short captions generated by
MLLM. ‘SGL’ refers to subcaption-specific grouping losss. We use ViT-B/16 as image
backbone.

Long Captions
S.C SGL

Text Retrieval Image Retrieval Classification Segmentation

Flickr30k MSCOCO Flickr30k MSCOCO ImageNet VOC-20

Direct Sampling R@1 R@1 R@1 R@1 Acc.(%) mIOU

32.6 14.8 21.4 11.5 20.3 64.4

✓ 55.1 32.7 43.3 23.0 25.6 77.7

✓ 56.6 30.2 40.9 21.4 24.4 75.7

✓ 63.0 35.7 49.0 25.6 30.0 81.8

✓ ✓ 68.3 40.8 53.4 29.4 30.1 82.9

✓ ✓ ✓ 69.5 42.8 54.4 30.4 31.1 84.5
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Fig. 3: Statistics of long captions generated by MLLMs (i.e., InstructBLIP, LLAVA-
1.5 and ShareGPT4V).

in Table 7. It is worth noting that using long captions generated by Instruct-
BLIP [7] achieves better performance than using short captions. Additionally, we
provide some stronger MLLMs to generate long captions, which can bring a more
significant improvement. As shown in Figure 3, detailed captions, characterized
by a greater number of tokens and subcaptions, can capture the contents of an
image more comprehensively than typically possible with short captions. Long
captions generated by ShareGPT4V [4] achieve the best performance, and have
longer tokens and subcaptions, which demonstrates the effectiveness of its long
captions.

Number of sub-captions. We evaluate the performance for different numbers
K of sampled sub-captions from the sub-caption set. As shown in Table 8, we
observe that as the number of sub-captions increase, the performance grad-
ually improves in terms of zero-shot classification, image-text retrieval, and
semantic segmentation. However, when the number K of sub-captions reached
approximately 8, the performance showed little to no further improvement. This
phenomenon can be attributed to the fact that the number of tokens and sub-
captions derived from long captions in the synthetic caption dataset reached its
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Table 7: Ablation study of long captions from different MLLMs. We use ViT-B/16 as
image backbone.

MLLM

Text Retrieval Image Retrieval Classification Segmentation

Flickr30k MSCOCO Flickr30k MSCOCO ImageNet VOC-20

R@1 R@1 R@1 R@1 Acc.(%) mIOU

CLIP w/o MLLM 32.6 14.8 21.4 11.5 20.3 64.4

(1) InstructBLIP 58.7 34.4 45.2 24.9 27.8 79.2

(2) LLaVA-1.5 66.8 42.4 53.3 29.9 29.0 81.8

(3) ShareGPT4V 69.5 42.8 54.4 30.4 31.1 84.5

(1)+(2)+(3) * 74.4 46.4 62.4 34.9 34.6 88.2

peak, as shown in Figure 3. Increasing the number of sub-captions may result
in redundant samples, which do not provide additional information to enhance
model training.

Table 8: Ablation study of sampling number of sub-captions from long captions. We
use ViT-B/16 as image backbone.

K

Text Retrieval Image Retrieval Classification Segmentation
Flickr30k MSCOCO Flickr30k MSCOCO ImageNet VOC-20

R@1 R@1 R@1 R@1 Acc.(%) mIOU
CLIP [40] 32.6 14.8 21.4 11.5 20.3 64.4
3 65.4 37.4 49.5 26.9 29.4 82.0
4 68.0 38.2 51.6 28.6 30.8 82.1
5 68.5 39.0 53.6 29.2 30.9 79.6
6 69.1 40.6 53.2 29.5 31.3 81.1
7 70.0 41.4 53.1 29.6 31.1 84.0
8 70.9 41.5 53.0 29.8 31.0 84.5
9 70.5 41.9 54.0 30.5 31.1 83.0
10 69.5 42.8 54.4 30.4 31.1 84.5

5 Conclusion

We re-caption 30M images with detailed descriptions using a pre-trained MLLM
and explore the usage of these long captions under a contrastive learning frame-
work. Specifically, we propose to dynamically sample sub-captions from the text
label to construct multiple positive pairs, and introduce a grouping loss to match
the embeddings of each sub-caption with its corresponding local image patches
in a self-supervised manner. Experimental results on a wide range of downstream
tasks demonstrate the consistent superiority of our method, termed DreamLIP,
over previous alternatives, highlighting its fine-grained representational capac-
ity. This work represents a promising direction for enhancing multi-modality
foundation models, and we anticipate it will inspire further research.
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