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A Overview

We provide more details about MagDiff including:

– We demonstrate the training details of MagDiff in Section B.
– We introduce our method of training data process in Section C, and the

details of the model and experiments in Section D.
– We provide more qualitative results of video generation and editing in Sec-

tion E.
– We conclude the limitation in Section F.

B Training Details

During the model training, we sample eight frames for one video to train the de-
noising network. Our MagDiff is initialized with weights from VidRD model [3].
For model training, we utilize high-quality data from existing video dataset. For
the frame input, we utilize the widely used data augmentation strategy for train-
ing, including center crop and random shuffle. We also set a 15% probability of
randomly dropping the prompt during training. Noticed that we do not train
all the parameters, only the temporal layers, transformer blocks of the spatial
layers, and the newly added projections are trainable. The learning rate is set
at 5× 10−5 for all training tasks. The VAE model and CLIP model are frozen.
When doing inference, the classifier-free guidance is set as 7.5. For latent diffu-
sion model sampling, we use DDIM in all our experiments. All experiments are
conducted using eight Nvidia Tesla V100 GPUs for 50K iterations with a batch
size of 64.

† Corresponding author
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C Data Process for Training

Our proposed MagDiff is a tuning-free method that needs training on the video
dataset, which encompasses paired text-video data along with their correspond-
ing segmentation masks. Due to the lack of existing suitable training data, we
propose an automated data processing methodology that segments the subject
within a video to construct the requisite training set, shown in Fig. A.
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BLIP2 Model

spaCy Tool
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Text prompt: “A pet dog 
wandering on a camera.”

Answer: “A dachshund puppy”

Nouns: “pet”, “dog”, “camera”

User given: Subject-aware List: 
{“animal”, “dog”, “cat”, …} Subject-image label

Fig.A: The overview of the method for training data processing.

We first analyze the existing datasets carefully to get the subject in the
image. Due to the low quality of the existing dataset, we find that the mis-
alignment between the video data and the caption makes it difficult to get the
correct mask area of the subject. To address this issue, we utilize BLIP-2 [4] to
generate more precise captions. Specifically, given a video containing m frames
V = {vi | i ∈ [1,m]} with its original caption P, we select the first frame v1 and
use BLIP-2 to get question-paired answers. We set the question “What is the fore-
ground in the picture? ” for BLIP-2 and get the answer A. At the same time, the
origin prompt P is handled with spaCy tool to extract nouns S = {si | i ∈ [1, n]}.
To ensure the accuracy of the subject’s label, we maintain a user-given subject-
aware list W to prioritize entities for a certain topic, which contains words of
some specific domains, such as “animal, dog, cat, . . . ”.

We calculate the distance metric to quantify the disparity between the an-
swer A and each word within the list W. Subsequently, we assess the similarity
between the words in W and each noun in the subject-aware list S, individually.
The selection process is defined in Algorithm 1. Once we get the label of the
subject image, we use the SAM-Track [2] tool to segment the subject mask of
each frame. It can ensure the consistency of the segmentations among the frames.
Furthermore, we append the final subject-image label to the original video cap-
tion, generating an augmented caption. Finally, we merge the video-text pairs
with segmentation masks for MagDiff training.
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Algorithm 1: Subject label selec-
tion.
Input: A, W, S = {si | i ∈ [1, n]}.
Output: e: subject-image label.

1 scores1 = List(), scores2= List()
2 for i = 0 to length(W) do
3 scores1.append(Similarity(A,Wi))
4 for j = 0 to length(S) do
5 scores2.append(Similarity(Sj,Wi))

6 if max(scores1) > θ then e = A;
7 else e = max(scores2) ;

Fig. B: The word cloud of the subject image in training data.

Moreover, considering the quality of the existing text-video dataset, we clean
up and sample the videos from the Pexel Videos dataset 5. We show the word
cloud of subject images in Fig. B. In addition, to ensure that the videos are
suitable for training, we set three filtering rules to clean up the selected videos:
(1) We filtered out videos with a short side resolution of less than 512. (2) We
excluded examples with an entity area ratio of less than 5% or more than 60%.
(3) We filtered out subject-image labels with no clear meaning. After filtering, we
get 76K videos for training. We simply divide the label classifications into four
kinds: person, animal, objects, and others. We show the statistics of caption
length, entity categories, and clip durations in Fig. C. The dataset contains
abundant kinds of subjects, such as woman, man, person, tree, dog, and so on.
Besides, we provide some examples of the training data in Fig. E

D Model and Experiments Details

In this section, we introduce the additional model details and experimental set-
ting details. Note that figure and table references with numerical indices pertain
5 https://huggingface.co/datasets/Corran/pexelvideos
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Fig. C: Statistics of caption lengths, entity categories, and clip durations in the train-
ing data. Our training data exhibits a diversity of captions and videos with different
lengths. The subject regions mainly consist of humans and animals, which offer our
training clear boundaries and outstanding dynamic features.

to those within the regular conf. paper, while those with alphabetical indices
refer to the supplementary materials.

Model details. Our MagDiff is built based on the VidRD [3] model, which is a
text-to-video generation framework trained on 5.3M video-text data. Following
VidRD model, we use a regularized autoencoder to compress the original pixels
into latent space to save computation and memory. The autoencoder contains
an encoder E for encoding pixel features x into latent features z and a decoder
D for decoding z back to x. We employ the autoencoder which is pre-trained
by reconstruction loss. In the training stage, the parameters of the autoencoder
are frozen. Besides, in the High-Fidelity Alignment module (HFA), each frame
is cropped to the size 384× 384, 320× 320, and 256× 256 (width × height) for
training. In the Adaptive Prompts Alignment (APA) module, we merge three
kinds of resolutions to 256× 256.
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Fig.D: The structure of the U-Net. The noise xT in T timestep is denoised into xT−1.

We provide the structure of the U-Net in Fig. D. In each denoising step,
the noise is processed by 3D Resnet, temporal layers, self-attention layer, and
our proposed APA module. The temporal layers include two types of structure:
the Temp-Conv and the Temp-Attn. The Temp-Conv represents 3D convolution
layers and Temp-Attn denotes the temporal attention layers. These temporal
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layers are injected into the image U-Net structure to learn the action motion
and temporal features from video data. We load the pre-trained parameters of
Temp-Conv and Temp-Attn from VidRD model. The newly added key and value
in the APA module and projects in the HFA module are randomly initialized.
For efficient training, only part of the U-Net network layers are trainable. In
Fig. D, we train the two temporal layers, the self-attention layer, and the APA
module, since the Resnet block is frozen.

Additionally, although our MagDiff can achieve both video generation and
editing tasks, we only train the MagDiff once. During training, we only use the
first image with its mask as the input for the HFA module and as the subject-
image prompt for the APA module. It is not necessary to train the model in-
dividually for the video editing task. During video editing inference, we can
directly replace the first image with the mask to the whole video with masks
for each frame. This effect comes from our designed SDA module, which allows
the MagDiff to pay attention to each frame of the input during the denoising
process. In the generation task, the network generates the frames that the corre-
sponding reference images are masked, thereby achieving content generation by
text prompt. In editing tasks, the network focuses on the areas that need to be
edited while preserving the subjects of each reference image, thereby achieving
content editing. The once-trained and tuning-free inference for two tasks makes
our proposed MagDiff more practical.

Experimental setting details. Here, we introduce the details of our experiments,
including detailed settings and further analyses. For comparison of FVD and
IS metrics on MSR-VTT and UCF-101, we get the first frame of the video in
the two datasets and segment the subject’s mask as the input of our model.
We evaluate all the methods in a tuning-free manner for fair comparison. It is
important to note that, due to the misalignment between the image content and
the subject’s label, about 0.4% of the videos cannot be segmented into subjects
based on the label in the two datasets. For these examples, we treat the entire
video frame as the subject, with the mask set to null. To maintain the fairness of
the compared “text+image-to-video” methods [8,9], we input the whole image as
the condition into these methods for evaluation. When evaluating the MagDiff
on DreamBooth [6] dataset, we directly use the images to segment the subjects.

For comparison of the video editing task, we sample eight frames for one
video as the input of HFA and APA modules. For each frame in one video, we
segment the subject with the same label using the SAM-Track tool. We compare
two kinds of editing methods, including fine-tuning methods [5,7] and tuning-free
method [1]. In a tuning-free manner, our MagDiff has a significant improvement.

For comparison of human evaluations, we carefully select 15 different images
and write corresponding text prompts to generate videos, covering diverse scenes,
styles, and objects. When doing the user study, 34 volunteers are asked to rank
the video quality, text-prompt, and image-prompt alignment from one to five.

In ablation studies, we analyze three alignments in Table 5. We attempt to de-
couple and individually validate HFA, APA, and SDA modules within MagDiff.
“MagDiff w/o SDA” represents we do not use the mask of the subject image
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(indicated by × in the table). Because MagDiff needs the reference image as the
input in the HFA module and APA module to introduce the image information,
we cannot remove the HFA and the APA at the same time. In Fig.5, we test
our MagDiff with the image prompt and the text prompt. We employ the im-
age prompts with their corresponding masks (not shown in the figure), i.e., the
Doraemon, the volcano, the panda, and the dog. In Fig.6, “MagDiff w/o SDA”
denotes that the mask is not used and the whole reference image is put into the
model. “MagDiff w/o APA” and “MagDiff w/o HFA” are both tested under the
condition of having the SDA module (with mask in the image), representing the
scenarios where only the HFA module or the APA module exists, respectively.

E More Visualizations

To demonstrate the superiority of our proposed MagDiff, we provide more visu-
alizations of video generation (in Fig. F) and video editing (in Fig. G).

F Limitations

Our proposed MagDiff exhibits remarkable capabilities in preserving the fidelity
of the subject image and enough alignment between the image prompt and the
text prompt. However, because our model employs the diffusion model as the
backbone, it is computationally intensive and time-consuming, especially when
dealing with large images. It may also not be suitable for all types of images, such
as low-contrast or noisy images. These challenges indicate potential directions
for future research, such as efficient inference and model robustness.
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Fig. E: Examples of training data. In each case, the first row is raw video frames and
the second row is the subject’s mask.
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A squirrel eating on the tree.

A teddy bear riding a bike on the street.

A dog jumped over the river.

a panda eats bamboo in the park, a cute panda.

A car driving on the city road.

A man holding an umbrella, walks down the street.

A sailboat sailing on the sea.

A woman stands by the river watching the sunset.Subject Image

Fig. F: More qualitative generated examples of video generation that conditioned on
subject-image prompts. The first column shows the reference subject images.
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Astronaut is floating on the city road.

An eagle that has been soaring lands on the grass.

Robot standing in front of the table playing piano.

A skeleton with a burning head stands on the sea.

A unicorn sprints on the grass.

Fig.G: Qualitative results of video editing. In each case, the first row shows the original
video and the second row displays the editing result of MagDiff according to the text
prompts. We mainly concentrate on editing the green words specified in the prompt.
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