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Abstract. The diffusion model is widely leveraged for either video gen-
eration or video editing. As each field has its task-specific problems, it
is difficult to merely develop a single diffusion for completing both tasks
simultaneously. Video diffusion sorely relying on the text prompt can
be adapted to unify the two tasks. However, it lacks a high capability
of aligning heterogeneous modalities between text and image, leading to
various misalignment problems. In this work, we are the first to propose
a unified Multi-alignment Diffusion, dubbed as MagDiff, for both tasks
of high-fidelity video generation and editing. The proposed MagDiff in-
troduces three types of alignments, including subject-driven alignment,
adaptive prompts alignment, and high-fidelity alignment. Particularly,
the subject-driven alignment is put forward to trade off the image and
text prompts, serving as a unified foundation generative model for both
tasks. The adaptive prompts alignment is introduced to emphasize differ-
ent strengths of homogeneous and heterogeneous alignments by assigning
different values of weights to the image and the text prompts. The high-
fidelity alignment is developed to further enhance the fidelity of both
video generation and editing by taking the subject image as an addi-
tional model input. Experimental results on four benchmarks suggest
that our method outperforms the previous method on each task.

Keywords: Video Generation and Editing · Multi-Alignment Diffusion
· Unified Video Diffusion

1 Introduction

Diffusion model (DM) [20] has been widely applied to many visual tasks, includ-
ing video generation and video editing. Of them, video generation [17] aims to
synthesize a video of good visual quality and video editing [47] requires the non-
edited regions should remain consistent as the source video. Since the two tasks
have their task-specific problem, thereby different diffusion models are leveraged
to handle them separately. Besides, a group of video editing methods [47] adopts
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(c) Weakness: action misalignment but low fidelity

Compared with Other models

(a) Strengths: good alignment and  high fidelity

MagDiff Model (Unified Framework for Video Generation and Editing)

Fig. 1: Comparisons of our proposed unified diffusion model named (a) MagDiff, (c)
MagDiff w/o HFA and other video diffusions, including (b) VideoCrafter1 [9], (d)
ModelScope [42], and (e) FateZero [32]. The results show that our proposed MagDiff
obtains the best visual performance (i.e. good text-and-image alignment and high
fidelity) for both tasks of video generation and editing.

the one-shot fine-tuning strategy to improve the performance during the infer-
ence. Therefore, it is challenging to employ a unified tuning-free diffusion model
to support both tasks at the same time.

Although the traditional video diffusion models [3, 12, 14, 15, 17, 18] which
are only conditioned on the textual prompts can be treated as a framework to
adapt both tasks, it lacks a capability of aligning the generated image with the
given text prompt. Specifically, most video generation methods [9, 12, 14, 17, 37]
solely relying on textual prompts cannot precisely control the visual details of
the synthesized videos because a specific text description normally maps many
various videos. For example, given a prompt “Astronaut waves his right hand
in space”, text-prompt-based video diffusion model suffers from the problem
of subject misalignment (see Fig. 1(d) the astronaut waves his left hand
rather than the right hand). Similarly, existing video editing methods [6,7,
25, 32, 43] leverage the text prompt to edit source video raising a more severe
problem, such as identity and background misalignments in Fig. 1(e) (editing
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with tuning-free inference). The main reason is that it is challenging to align
heterogeneous modalities of text and image.

To address this issue, an image prompt has been adopted as complementary
information by many researchers [9, 23, 29, 45, 50] to control the video genera-
tion. These methods can improve the model’s ability to align the text prompt
and the generated video since the extra image prompt and the generated image
are homogeneous. The existing state-off-the-art VideoCrafter1 [9] considers both
image-and-text prompts as conditions to generate a high-fidelity video with a
good subject alignment. However, it is found that employing an image prompt as
an additional condition is unable to control the action generation of the subject
(also known as “action misalignment”), like the astronaut in Fig. 1(b) cannot
wave his right hand. This is because the VideoCrafter1 method assigns equal
weights on both image and text conditions, neglecting the different video con-
trollability between homogeneous and heterogeneous modalities.

To tackle the aforementioned problems, we propose a unified Multi-alignment
Diffusion (MagDiff ) model, a tuning-free method during the inference stage,
for high-fidelity video generation and editing. Our proposed MagDiff introduces
three various alignments, including Subject-Driven Alignment (SDA) to inte-
grate both tasks in one framework, Adaptive Prompts Alignment (APA) to trade
off the controllability between heterogeneous and homogeneous conditions, and
High-Fidelity Alignment (HFA) to maintain the fidelity of the subject image.
Specifically, the SDA segments the subject from an image and employs it as the
additional condition rather than the whole image, unifying both tasks of video
generation and editing in one model. The APA aligns the image prompt and
the text prompt with a learnable function in cross-attention blocks, allowing the
model to generate more fine-grained content correlated with the subject image
and text. The HFA aggregates pixel-level multi-scale information into the latent
space via a pyramid encoder, reconstructing the visual details of the subject
image in the generated videos. Experimental results on UCF-101, MSR-VTT,
DAVIS, and DreamBooth benchmarks show that our proposed MagDiff achieves
good performances on generation and editing tasks in both quantitative and
qualitative evaluations.

In summary, our work makes the following contributions:

– Our MagDiff proposes the subject-driven alignment to unify both tasks of
video generation and editing in the single framework by using the subject-
driven image as an extra condition rather than the full image.

– Our MagDiff develops the adaptive prompts alignment to balance the con-
trol strength of homogeneous and heterogeneous conditions, generating fine-
grained video well-aligned with both subject image and text.

– Our MagDiff introduces the high-fidelity alignment to improve the high-
fidelity of the generated or edited videos by aggregating multi-scale contex-
tual information into the latent space.

– Experimental results on UCF-101, MSR-VTT, DAVIS, and DreamBooth
benchmarks show that our proposed method achieves good results in both
quantitative and qualitative evaluations.
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2 Related Work

2.1 Diffusion Models for Video Generation

The great success of diffusion models in image generation [2,21,22,28,31,33,34]
has propelled the advancement of video generation. In the early stage, video
generation methods use textual prompts as conditions [3, 12, 14, 15, 17, 18] to
control the synthesized videos. However, conditioning only on textual prompts
makes the synthesized videos limited in visual details [1, 9, 50], such as generat-
ing a specific subject or background. To this end, recent methods [13,23,29,45]
draw significant attention to integrating image prompts for video generation.
The key to image-to-video is adding motion features to the objects in the image.
VideoComposer [45] combines the spatial condition (image) and temporal con-
ditions (depth and video) to control the video synthesis. VideoCrafter1 [9] takes
both the text and image prompts as the inputs and feeds them into the spatial
transformer via cross-attention. I2VGen-XL [50] contains two major stages to
get high-resolution videos. The model is trained on large-scale video and image
data and then fine-tuned on small high-quality data. Although current gener-
ative models incorporate both images and text as control conditions, existing
methods often overlook the differences between these multiple modalities, which
will limit controllability in video generation. Therefore, we introduce three novel
alignment strategies that take into account these heterogeneous modalities.

2.2 Diffusion Models for Video Editing

Before the emergence of text-to-video diffusion models, several studies have ex-
plored text-to-image diffusion models for video editing [32,47], with the incorpo-
ration of temporal modules to ensure temporal consistency. Tune-A-Video [47]
integrates temporal attention layers into UNet and performs one-shot tuning,
while Make-A-Video [37] extends the network with spatial-temporal modules
to encompass temporal information. An alternative research direction is in-
fluenced by Prompt2Prompt [16] and Plug-and-Play [40], which enable local
editing through attention map manipulation. FateZero [32] proposes blending
self-attention maps with masks generated by cross-attention maps to facilitate
zero-shot video editing. Video-p2p [25] introduces decoupled-guidance attention
control to adapt to video scenarios. With the development of high-quality text-
to-video diffusion models, a line of work employs text-to-video diffusion models
for video editing. Dreamix [27] introduces a mixed fine-tuning strategy with the
Imagen Video model [17] for better motion editing. Gen-1 [11] presents a video
diffusion model trained with depth information to govern video structure and
content. The popularity of the video diffusion model greatly improves this task.

Nevertheless, the visual clues are still under-explored which is essential for
identity-preserving during generation. Literature [9] proposes to preserve the
content of a reference image while generation. However, without carefully con-
sidering the weights of image and text prompts, it still falls short in motion
editing and identity preserving.
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Fig. 2: An overview of our proposed Multi-alignment Diffusion (MagDiff), a unified
diffusion method supporting both video generation and editing at the same time. Our
MagDiff is comprised of three key components: 1) Subject-Driven Alignment (SDA)
for unifying two tasks, 2) Adaptive Prompts Alignment (APA) for distinguishing the
different controllability between homogeneous and heterogeneous modalities, and 3)
High-Fidelity Alignment (HFA) for improving the quality of video generation or editing.

3 Multi-alignment Diffusion (MagDiff)

To achieve high-fidelity video generation and editing tasks in one framework, we
propose a Multi-alignment Diffusion (MagDiff) model, which solves the multi-
alignments among the generated video, text prompt, and subject-image prompt.
Fig. 2 shows the overview of our proposed MagDiff conditioned on both text
and subject-image prompts to guide video generation and editing using various
alignments, including Subject-Driven Alignment, Adaptive Prompts Alignment,
and High-Fidelity Alignment. The details of each part are depicted below.

3.1 Subject-Driven Alignment

Video generation and editing are two similar tasks, aiming to generate corre-
sponding content based on text prompts. Differently, the generation task creates
a video from pure noise, while the editing task requires the entire video sequence
as input and keeps the unchanged parts constant. This difference makes it chal-
lenging to unify both tasks in a single model. In this paper, our proposed MagDiff
introduces the subject-driven alignment to accommodate both tasks.
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2) Prompt: “Editing astronaut on/in xxx”

Fig. 3: The comparison between the image-driven method (VideoCrafter1 [9]) and our
subject-driven method MagDiff. The subject-driven method can unify two tasks of
video generation and editing but the image-driven method does not have this ability.

Image-Driven Alignment. Although existing text-to-video generative models [3,
14] can create videos that precisely describe the content of the given prompts,
they cannot achieve a customized appearance and keep the identity of the sub-
jects, as shown in Fig. 1(d). Facing these problems, image-driven video diffu-
sions [9,10,45,50] are proposed to generate videos conditioned on whole reference
images and texts. Specifically, given the image prompt ci and text prompt ct,
the t-step denoising process in Diffusion Models (DMs) is denoted as:

Ey∼N (0,I)[∥y − fθ(xt; ci, ct, t)∥22], (1)

where the data distribution pdata is determined by ci and ct at the same time.
However, existing image-driven methods create videos strictly based on the ref-
erence images, leading to misalignment between the generated video and text
prompts. For instance, given a prompt of “an astronaut on the road”, Fig. 3(a)
illustrates that VideoCrafter1 [9] can not follow the right prompt. Thereby, the
image-driven method cannot edit video content based on the text prompt, failing
to unify video generation and editing in one framework.

Subject-Driven Alignment. To alleviate this problem, we propose subject-driven
alignment to enhance the editability condition on both text and image prompts
by balancing the tradeoff between them. Specifically, we adopt a segmentation
method to extract the subject from the full image, obtaining a subject-driven
image. Instead of leveraging the full image as an extra condition, we employ the
subject-driven image as the subject-image prompt cs. Conditioned on the cs and
the ct, our proposed MagDiff can align both the subject image and text prompt
with the synthesized videos, unifying tasks of video generation and editing in a
single model. Therefore, the denoising process in Eq. 1 is changed to

Ey∼N (0,I)[∥y − fθ(xt; cs, ct, t)∥22]. (2)
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Through this manipulation, the model can pay more attention to the spatial
dimension, not only the temporal information. As illustrated Fig. 3(d), utilizing
the subject-image prompt can treat the non-editable parts as the “subject” and
preserve them in the edited videos and utilize text prompt to edit the remaining
parts, achieving a unified framework for both tasks. Moreover, to unify the inputs
of two tasks, we also propose a standardized data input in latent space, which
is introduced in Section 3.3.

3.2 Adaptive Prompts Alignment

The subject-image prompt is a homogeneous modality as the generated or edited
videos, while the text prompt is a heterogeneous modality. Therefore, the subject
image and text prompts have different strengths of alignment to control the
video generation in the denoising process. To make a trade-off between them, we
introduce an Adaptive Prompts Alignment (APA) module which can well align
both prompts, improving the visual performance.

K1 V1

Image Attn

K2 V2

Text Attn

(b)  Fixed Prompts Alignment

+Q1 Q2

Q

K1 V1

Image Attn

K2 V2

Text Attn

(a) Adaptive Prompts Alignment
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+

Self-attn

Cross-attn

Temporal 

layer

vs.

Fig. 4: Comparison of our Adaptive Prompts Alignment (APA) vs. Fixed Prompts
Alignment. The APA uses two learnable parameters α1 and α2 to adaptively balance
the trade-off of alignments between homogeneous and heterogeneous modalities.

Fixed Prompts Alignment. To bring the image prompt into the diffusion model,
existing frameworks [10, 26, 27] mainly extract the image feature via the CLIP
model and directly inject it into the cross-attention structure in U-Net. As
described in Fig. 4(b), we first use CLIP to encode the text prompt and the
subject-image prompt into two feature groups Q1, V1,K1 and Q2, V2,K2, sepa-
rately. Then, we calculate the cross-attention of the two prompts and add them
together for feature fusion. The process is denoted as:

Attention = Softmax(
Q1K

⊤
1√

d
)V1 + Softmax(

Q2K
⊤
2√

d
)V2. (3)

However, such a function allocates equal weights of controllability or ed-
itability to both text prompt and image prompt, failing to consider the inherent
differences between the two modalities. The misalignment between them leads
to generating or editing the low-quality and low-fidelity video since image and
text prompts are flexible and variable. Besides, prior multi-modal works [8, 46]
have found that different cross-attentions bring varying results for specific tasks.
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Adaptive Prompts Alignment. To address the homogeneous and heterogeneous
modality misalignment, we propose the Adaptive Prompts Alignment (APA)
module to align the image and text prompts in the denoising process. As shown
in Fig. 4(a), in the cross-attention block, we keep K1, V1 for the text prompt and
K2, V2 for the subject-image prompt, sharing the query Q. We then combine the
two cross-attention features to obtain the adapted feature.

Attention = α1 ∗ Softmax(
QK⊤

1√
d

)V1 + α2 ∗ Softmax(
QK⊤

2√
d

)V2, (4)

where α1, α2 are two learnable parameters to dynamically control the visual part
and textual part, respectively. Different from [9], which only assigns equal weights
on both image and text conditions, we find that it is important to give differ-
ent control for the two modalities. Through cross-attention reassignment, the
adapted feature becomes more semantically correlated with the paired subject-
image and text prompts.

Furthermore, we compare the experimental results in Table. 6 between the
fixed and adaptive prompt alignments and find the APA module has better
performance. To prove such a conclusion, we also visualize the cross-attention
map in Fig. 7. It can be found that with the APA module, the refinement is
learned after aligning the text prompt and subject-image prompt which can
bring more fine-grained generative controllability.

3.3 High-Fidelity Alignment

Although aligning the subject-image prompt and the text prompt can achieve
more fine-grained control, the fidelity of the subject image is still overlooked,
resulting in a loss of detailed appearances. The inherent reason is that the CLIP
model encodes the subject-driven image into the features of the high-dimensional
semantics rather than the visual details. To achieve the high fidelity of the subject
image, our MagDiff proposes a High-Fidelity Alignment (HFA) module which
focuses on aligning the generated video with the subject-image prompt.

Compared with the CLIP encoder [26,45], VAE can encode the image to the
latent space and decode the latent into the image. Therefore, the HFA shown in
Fig. 2 is built based on the VAE model and designed as a pyramid structure.
Specifically, given the noise latent zn and the subject image xs, the xs is sampled
into three kinds of sizes. Here, 384 × 384, 320 × 320 and 256 × 256 are chosen
empirically. Using the VAE model, the subject images with three resolutions are
projected into the latent features {z0s, z1s, z2s} respectively. After passing through
the VAE, we use convolutional layers (convs.) to align VAE features at three
different scales, obtaining the output feature zs for the subject image. Finally,
the latent z0 for denoising is concatenated by zn⊕zs. Such a pyramid structure
allows it to accept inputs with different resolutions, which can fit contexts with
different scales and increase the robustness of the input.

Additionally, our framework also uses VAE to get the video latent repre-
sentation. Specifically, we encode the reference image with VAE and don’t add
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noise to it, which can inject the appearance into the denoising step. Notably, the
structure of the HFA can unify the inputs for video generation and editing tasks.
For generation, we use one subject image while the other images are masked,
as shown by the orange line in Fig. 2. For editing, we use all the frames from
the original videos as input, which helps maintain the content of the video, as
indicated by the blue line in Fig. 2.

4 Experiments

4.1 Experimental Setups

Data for Training. Considering the quality of the video content, we select the
Pexel Videos dataset 5 to serve as the source data. The dataset contains abundant
videos with high quality, each averaging 19.5 seconds in duration. Owing to the
lack of subject labels within the original data, we apply the processing approach
detailed in Supplementary to enhance the dataset’s utility for our purposes. We
clean up the videos and collect around 76K videos with subjects for training. We
initialize the parameters of U-Net from VidRD [14] (5.3M pre-training data).
Evaluation Datasets. We evaluate our MagDiff on four public benchmarks,
including UCF-101, MSR-VTT, DreamBooth, and DAVIS. UCF-101 [38] has
101 brief class names (10,000 videos for test), which is commonly employed to
assess the generation performance of various methods [18,37,44]. MSR-VTT [48]
contains 2,990 videos for testing. DAVIS [19] dataset is proposed for video editing
task and DreamBooth [35] dataset is built to evaluate the fidelity of the subject.
Evaluation Metrics. We mainly use two aspects of evaluation metrics:

(i) Metrics for video quality evaluation. Previous works like [3, 12, 37] use
two metrics for quantitative evaluation, i.e., Fréchet Video Distance (FVD)
[41] and Video Inception Score (IS) [36]. FVD is a video quality evaluation
metric based on FID [30]. Following [37], we use a trained I3D model [5] for
calculating FVD. Following previous works [3,18,37], a trained C3D model [39]
is used for calculating the video version of IS.

(ii) Metrics for identity consistency and video-prompt alignment. a) We com-
pute the DINO score [35] between the generated subject and the given subject
image to evaluate the fidelity. b) Following [47], we calculate the average cosine
similarity between all pairs of video frames to evaluate the Frame-consistency.
We calculate the average CLIP score between all frames of generated videos and
corresponding prompts to evaluate the Textual-alignment.

4.2 Comparison with State-of-the-Art

To evaluate the effectiveness of our unified MagDiff on both video generation and
editing, we conducted comparative analyses with various state-of-the-art meth-
ods for two tasks separately. For video generation, we compare our method with

5 https://huggingface.co/datasets/Corran/pexelvideos
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the existing video generation methods including text-to-video and text&image-
to-video. For video editing, we compare our method with the current video edit-
ing methods containing tuning-free and fine-tuning ways during inference.

Table 1: For video generation, quantitative comparison of MagDiff and other meth-
ods on UCF-101 and MSR-VTT. All the videos are generated in a zero-shot manner.

Models Input Type Training UCF-101 MSR-VTT

Videos IS ↑ FVD ↓ FVD ↓

LVDM [15] text to video 2.0M - 641.80 -
ModelScope [42] text-to-video 10M - - 550
Make-A-Video [37] text-to-video 20.0M 33.00 367.23 -
VideoFactory [44] text-to-video 140.7M - 410.00 -
PYoCo [12] text-to-video 22.5M 47.76 355.19 -

I2VGen-XL [50] text&image-to-video 10M 18.90 597.49 -
VideoComposer [45] text&image-to-video 10.3M - - 580
VideoCrafter1 [9] text&image-to-video 10.3M 44.53 415.87 465
MagDiff (Ours) text&image-to-video 5.3M+76K 48.57 339.62 245

Table 2: For video generation, quantitative comparison of our MagDiff and other
methods from the additional metrics on UCF-101, MSR-VTT, and DreamBooth.

Methods
UCF-101 MSR-VTT DreamBooth

DINO Textual Frame DINO Textual Frame DINO Textual Frame
align consist align consist align consist

AnimateDiff (V3) [49] 46.2 24.1 89.8 47.3 22.4 89.6 59.1 23.2 90.4
I2VGen-XL [50] 44.1 21.3 89.4 42.7 18.4 89.8 58.6 22.9 89.7
MagDiff (Ours) 50.8 25.4 90.2 50.2 23.2 88.4 61.4 25.4 92.2

Evaluation of Video Generation. Table 1 exhibits the best performance
of our proposed MagDiff in terms of all metrics on the UCF-101 and MSR-
VTT benchmark datasets. Specifically, our method surpasses all text-to-video
generation methods, since it utilizes the subject within the image, which contains
less visual information. Besides, our MagDiff also outperforms other text&image-
to-video methods on both FVD and IS metrics, because we use the subject-driven
image as a condition rather than the full image. To demonstrate the fidelity and
identity consistency of subject images within the videos synthesized by MagDiff,
we employ the DINO score, Textual-align, and Frame-consistency for evaluative
purposes on the UCF-101, MSR-VTT, and DreamBooth compared with [49,50].
The results in Table 2 indicate that the videos we generate have good text
alignments, and the continuity between frames is also commendable.
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Evaluation of Video Editing. Table 3 compares our MagDiff and other video
editing methods on the popular DAVIS dataset with CLIP-Score metrics of text
and image. The results show that our MagDiff surpasses the tuning-free method
Framewise IP2P [4], with improvements of 2.54 and 4.10 on the textual-align and
frame-consistency metrics respectively. Compared to fine-tuning methods during
inference, our tuning-free MagDiff method is much more robust and performs
competitively with the Tune-A-Video [47] and FateZero [32] methods, verifying
the superiority of our proposed MagDiff.

Table 3: For video editing, quantitative comparison of our MagDiff and other video
editing methods on DAVIS benchmark.

Methods Inference method Textual-align Frame-consistency

Tune-A-Video [47] Fine-Tuning 28.33 90.45
FateZero [32] Fine-Tuning 23.81 92.92

Framewise IP2P [4] Tuning-Free 25.11 86.76
MagDiff (Ours) Tuning-Free 27.65 (+2.54) 90.86 (+4.10)

Human Evaluations. We perform human evaluations by using a panel of 34
human raters, over 15 videos with corresponding prompts for each method. We
adopt the Likert Scale [24] to evaluate subject fidelity, prompt alignment, and
the quality of the generated videos. The range of these three scores is between 1
and 5, which represents from very dissatisfied to very satisfied. Table 4 compares
our MagDiff with both VideoCrafter1 [9] and AnimateDiff (V3) [49] on human
evaluations. We maintain the original input format of these models, which is the
complete image without the mask. Our method achieves the highest scores on
both subject fidelity and text alignment, as well as producing high-quality videos.
These results indicate that our method performs well under human evaluation
and demonstrates its superiority over existing methods.

Table 4: Human-preference aligned results from three different aspects, with the rank
of each aspect in the brackets.

Methods Image-prompt Alignment Text-prompt Alignment Quality

VideoCrafter1 [9] 3.2 2.8 3.2
AnimateDiff (V3) [49] 3.5 3.6 3.3
MagDiff (Ours) 4.4 4.1 3.7

Qualitative Evaluation. Fig. 5 offers a visual comparison between our MagDiff
model and other methods for both tuning-free video generation and editing. Ex-
amples in Fig. 5(a) present that our method can synthesize smoother and higher
fidelity videos than other video generation methods. Fig. 5(b) demonstrates that
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Fig. 5: For qualitative evaluation, we compare our MagDiff with VideoCrafter1 [9],
I2VGen-XL [50], and AnimateDiff (V3) [49] on the generation task (orange dotted
box) and compare with FateZero [32] on the editing task (green dotted box).

our method can edit video contents more aligned with the user-defined text
prompts. This further verifies the effectiveness of our unified framework.

4.3 Ablation Studies

Baseline analysis of three alignments. Table 5 analyzes the influences of
the SDA, APA, and HFA modules for our MagDiff. The base model is the
VidRD [14], which is a T2V method. We find that using the SDA can enhance the
overall effect of our method. We analyze that the mask can help the model better
implement text control capabilities. Meanwhile, we suppose that the HFA can
introduce specific pixel information directly into the latent space, it also plays a
significant role in improving the effectiveness of the model.

Additionally, as presented in Fig. 6, 1) compared to the first and last rows in
Fig. 6, it can be observed that lacking subject-driven prompts generates videos
unmatching the user-defined text prompt (see Fig. 6(a)) and is also unable to
edit the source videos conditioned on the given text description (Fig. 6(d)). This
validates the effectiveness of our proposed SDA. Besides, 2) compared to the
second and last rows in Fig. 6, we find that while missing APA module in MagDiff
can generate or edit a video, better aligning the text condition than the first rows,
it suffers from a low-fidelity of visual results. This is due to overlook the fidelity
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Table 5: Baseline analysis of SDA, APA, and HFA within MagDiff. We use
the VidRD [14] as the basemodel, which is a text-to-video model.

Methods HFA APA SDA UCF-101 MSR-VTT

IS ↑ FVD ↓ FVD ↓

MagDiff

! % % 42.11 530.26 372
% ! % 40.47 534.84 394
! ! % 43.39 444.67 311
! % ! 45.74 367.23 274
% ! ! 46.85 388.41 286
! ! ! 48.57 339.62 245

(c) MagDiff w/o HFA

(b) MagDiff w/o APA

Text-prompt: An astronaut waves right hand on the road. 

(a) MagDiff w/o SDA (no mask)

MagDiff

Image prompt

MagDiff

Text-prompt: Editing the car on the street.

(d) MagDiff w/o SDA (no mask)

Source video
(f) MagDiff w/o HFA

(e) MagDiff w/o APA

Fig. 6: Visualization of the three alignments in MagDiff, including SDA, APA, and
HFA. The orange and green dotted boxes show the generated and edited results.

of the subject image. Consequently, 3) compared to the last two rows, it can be
found that adding the HFA is useful to improve the video’s fidelity because the
pixel-level multiscale information is aggregated into the latent space.

Effect of APA. To validate the effectiveness of our proposed APA, we compare
it with the Fixed Prompts Alignment (FPA). Table. 6 illustrates that “MagDiff
w/ APA” outperforms “MagDiff w/ FPA” by a clear margin. On the UCF-101 and
MSR-VTT datasets, “MagDiff w/ APA” has FVD scores of 48.79 and 46 lower
than “MagDiff w/ FPA”, respectively. The results show the superior performance
of our proposed APA, verifying that better alignment between the subject-image
prompt and the text prompt can help the model understand fine-grained text.
To further prove this, in Fig. 7, conditioned on the text prompts, we visualize the
APA’s cross-attention maps between the generated video frame and the words
“right hand”, and “wings”. Results demonstrate that FPA wrongly activates both
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Table 6: Performance comparison of FPA and APA within MagDiff. “MagDiff w/
APA” denotes the use of APA, while “MagDiff w/ FPA” denotes the use of FPA.

Methods UCF-101 MSR-VTT

IS ↑ FVD ↓ FVD ↓

MagDiff w/o FPA 44.26 388.41 291
MagDiff w/ APA 48.57 339.62 245

Example 2: Eagle flaps its wings and lands on the grass.

Input image Mask Generated frame MagDiff + FPA MagDiff + APA

“wings”Example 1: Astronaut waves his right hand in space. “right hand”

Input image Mask Generated frame MagDiff + FPA MagDiff + APA

Fig. 7: Visualization of cross-attention maps between the “MagDiff +” FPA and APA.

the astronaut’s left and right hands, while APA has a better understanding and
activates the right hand corresponding to the text description.
Effect of different values for α1 and α2. We also explore the impact of dif-
ferent values for α1 and α2 on the APA module. Table 7 compares the effects
of fixing the two parameters with trainable. We conduct comparisons for three
different group values of α1 and α2. The results show that the model achieves op-
timal performance when using a trainable way. This is because trainable param-
eters better balance image-text during training, improving model performance.

Table 7: Effects of different values for α1 and α2 in APA cross-attention.

Methods UCF-101 SR-VTT

IS ↑ FVD ↓ FVD ↓

α1 = 0.3 & α2 = 0.7 46.45 391.72 283
α1 = 0.5 & α2 = 0.5 45.11 364.89 296
α1 = 0.7 & α2 = 0.3 47.20 386.32 267
Trainable 48.57 339.62 245

5 Conclusion

In this work, we first propose a unified diffusion model named MagDiff, for both
the video generation and editing tasks. In our framework, we mainly solve the
three kinds of alignments to achieve high-fidelity video generation, including
subject-driven alignment, adaptive prompts alignment, and high-fidelity align-
ment. Experimental results based on four benchmarks show that our method
achieves good results in both quantitative and qualitative evaluations.
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