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Abstract. 3D dense captioning is a task involving the localization of
objects and the generation of descriptions for each object in a 3D scene.
Recent approaches have attempted to incorporate contextual informa-
tion by modeling relationships with object pairs or aggregating the near-
est neighbor features of an object. However, the contextual information
constructed in these scenarios is limited in two aspects: first, objects
have multiple positional relationships that exist across the entire global
scene, not only near the object itself. Second, it faces with contradicting
objectives–where localization and attribute descriptions are generated
better with tight localization, while descriptions involving global posi-
tional relations are generated better with contextualized features of the
global scene. To overcome this challenge, we introduce BiCA, a trans-
former encoder-decoder pipeline that engages in 3D dense captioning for
each object with Bi-directional Contextual Attention. Leveraging paral-
lelly decoded instance queries for objects and context queries for non-
object contexts, BiCA generates object-aware contexts, where the con-
texts relevant to each object is summarized, and context-aware objects,
where the objects relevant to the summarized object-aware contexts are
aggregated. This extension relieves previous methods from the contra-
dicting objectives, enhancing both localization performance and enabling
the aggregation of contextual features throughout the global scene; thus
improving caption generation performance simultaneously. Extensive ex-
periments on two of the most widely-used 3D dense captioning datasets
demonstrate that our proposed method achieves a significant improve-
ment over prior methods.

1 Introduction

3D dense captioning is a task that requires 1) determining the location of all ob-
jects and 2) generating descriptive sentences for each object detected within a 3D
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Fig. 1: Conceptual illustration of the multi-stage pipeline of BiCA (best viewed in
color).

scene. Early approaches have utilized a two-stage process [4, 7, 11, 19, 33, 36, 37],
where the objects are detected first, then captions are generated afterward by
sequentially feeding the features of each detected object. Following work [9] has
borrowed the end-to-end transformer encoder-decoder pipeline from object de-
tection [5] to actively involve contextual information for 3D dense captioning.
In these works, contextual information for predicting relationships is composed
by combining object features (e.g., with dot product [4, 33] or transformer at-
tention [9]) and aggregating local nearest neighbor visual features [9].

Despite their improved performance, the scope of contextual information in
previous 3D dense captioning methods poses its own set of challenges. First,
3D dense captioning heavily involves various positional relationships through-
out the global scene; thus, the context scope restricted to the combination of
individual objects or their spatially nearest neighbors typically cannot provide
sufficient information. Next, the endeavor to incorporate the contextual features
of various positions into a single object encounters a conflicting objective since
the object must encompass precise local features for localization while simulta-
neously capturing various positional relationships throughout the global context
for caption generation. Clearly, these challenges limit the performance of 3D
dense captioning, which raises an interesting research question– “Can we design
an architecture for 3D dense captioning that can effectively aggregate relevant
context features without harming localization performance?"

To this end, we propose a Bi-directional Contextual Attention (BiCA) net-
work for 3D dense captioning. BiCA parallelly decodes a fixed set of object
queries and context queries sampled from the geometric positions that do not
overlap with each other. While the decoded object query performs standard
object detection, the context queries are designed to distinctively capture non-
object contexts and subsequently aggregate relevant contextual information for
each object. Recognizing that non-object regions often lack sufficient visual fea-
tures in 3D point clouds, BiCA incorporates a multi-stage pipeline where con-
text features are enriched by relevant object features, thus implementing bi-
directional attention: i) Contextual Attention of Objects for Context (O4C):



Bi-directional Contextual Attention for 3D Dense Captioning 3

context representation is represented by the attention summarization of global
objects. ii) Contextual Attention of Contexts for Object (C4O): the object rep-
resentation is adjusted by summarizing the non-object contexts.

Then, localization is inferred with object queries while the captions are gener-
ated with object-aware context and context-aware object features. By disentan-
gling the attention for localization and the attention for incorporating contextual
features, BiCA successfully resolves the aforementioned contradicting objectives
for local and global features. Moreover, since the contextual attentions retrieve
globally relevant contexts and objects throughout the scene, it could accurately
produce descriptions that transcend the spatial boundary of localization and its
nearest neighbor. The conceptual overview of our BiCA is illustrated in Figure 1.

BiCA sets a new state-of-the-art standard for 3D dense captioning, while
simultaneously improving 3D object detection performance. Extensive experi-
ments on two widely used benchmarks in 3D dense captioning (i.e., ScanRefer [6]
and Nr3D [1]) show that our proposed BiCA surpasses prior approaches by a
large margin. The contribution of our paper can be summarized as:

– We propose a novel Bi-directional Contextual Attention network with multi-
stage contextual attention for 3D dense captioning. This enables our model to
capture relevant contexts throughout the global scene without being bound
to single-object localization or their nearest neighbors.

– By performing localization with decoded object queries and caption gener-
ation by including object-aware context features and context-aware object
correspondence features, BiCA can simultaneously improve the performance
of localization and caption generation for 3D dense captioning.

– Our BiCA achieves state-of-the-art performances across multiple evaluation
metrics on two widely used benchmarks for 3D dense captioning: ScanRefer
and Nr3D datasets.

2 Related work

2.1 Image Captioning

Image captioning is a fundamental task in visual language creation that auto-
matically generates descriptive sentences for images. The main goal is to improve
2D scene understanding and generate captions that accurately reflect the con-
tent and context of the image [17]. However, with the advancement of deep
learning in image captioning, there has been a marked shift towards the de-
velopment and adoption of more sophisticated models [16]. Image captioning
methods using deep learning adopt an encoder-decoder architecture, where the
decoder generates a sentence from the visual features extracted by the encoder.
Attention-based methods for grid regions [34] and detected objects [2] focus on
specific image regions and use graph neural networks [35] or transformer layers
to capture relationships between objects [14].
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2.2 3D Dense Captioning

3D dense captioning, an emerging field focused on achieving detailed object-
level understanding of 3D scenes through natural language descriptions, has
garnered significant interest in recent years. This task involves converting 3D
visual data [15] into a consistent set of bounding boxes and generating appropri-
ate natural language descriptions for each identified object. This task presents
a considerable challenge due to the complexity of 3D scene information.

Most 3D dense captioning models employ an encoder-decoder architecture
comprising three main components: a scene encoder, a relational module, and
a feature decoder. The scene encoder in 3D dense captioning utilizes 3D object
detection methods such as 3DETR [24], PointNet++ [28], VoteNet [27], and
PointGroup [18] to extract object-level visual features and contextual details
from 3D point cloud datasets. The relational module is crucial in 3D dense cap-
tioning, modeling complex connections and cross-modal interactions among ob-
jects within indoor scenes. Relational modeling approaches vary based on task
requirements and can be categorized into graph-based [7, 11, 19], transformer-
based [4, 9, 33], and knowledge distillation-based [36] methods. The feature de-
coder generates bounding boxes and captions for candidate objects by consider-
ing attributes and relational features. GRU-based decoders with attention mech-
anisms are used in Scan2Cap [11], MORE [19], and D3Net [7], while transformer-
based decoders are employed in SpaCap3D [33], χ-Tran2Cap [36], 3DJCG [4],
and Vote2Cap-DETR [9] to facilitate the caption generation process.

However, most existing methods use a single query set for object localization
and caption generation, which often leads to conflicts in achieving the objectives
of the two tasks. To address this, Vote2Cap-DETR++ [10] enhances task-specific
feature capture by decoupling queries for localization and captioning, overcoming
the limitations of a unified query system. Despite this improvement, challenges
persist as its performance remains fundamentally bound by the precision of its
object localization capabilities.

3 Method

Our goal is to take a 3D scene as input, identify all the objects within it, and
generate captions for each object. Previous research has adopted a pipeline to
identify objects in a 3D scene and simultaneously generate captions from the
same features. However, while each caption may describe features of the object
itself, it can also be based on the relationships with surrounding objects or
information about the overall scene.

This section introduces a novel transformer encoder-decoder approach with
bi-directional contextual attention for the 3D dense captioning task. This ap-
proach distinguishes between features for instances and context information be-
tween instances, indirectly supervising the context features to enable end-to-end
learning with the instance features. Instance queries aim to localize instances
within a 3D scene and capture the characteristics of instances. In contrast, each
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Fig. 2: The overall pipeline of BiCA. We parallelly generate and decode two sets of
queries (i.e., Instance Query and Context Query) that encodes the instance features
and the non-object context features throughout the global scene, respectively. The
object-aware contexts are calculated per each object by the weighted sum of the context
queries, where the weights are calculated by the attention between the decoded instance
query and context query. Then, with the object-aware context feature, the context-
aware object feature is obtained by the weighted sum of the instances, which is weighted
by the attention between the object-aware contexts.

context query is designed to capture the non-object region within a scene, in-
cluding positional relationships between instances in the 3D scene. The overall
architecture of the newly proposed model is described in Figure 2.

3.1 Encoder

Following previous work [9], our model also adopts 3DETR [24] encoder as our
scene encoder. This encoder is applied to transform the input point cloud into
a set of encoded tokens that capture spatial, structural, and contextual infor-
mation. Given the input point cloud PC = [pin; fin] ∈ RN×(3+F ), it is initially
tokenized by a set-abstraction layer of PointNet++ [28]. This tokenized output
is subsequently fed into a masked transformer encoder incorporating the set-
abstraction layer, followed by two additional encoder layers. The final encoded
scene tokens are denoted as penc ∈ R1,024×3 and fenc ∈ R1,024×256.

3.2 Query Generator

To separate captions bound to a single object from captions containing infor-
mation relative to other objects or the global scene, we specify two separate
Instance Query and Context Query from the encoded scene. While the instance
query set is designed to capture individual features of objects bounded by their
localization, the context query set is designed to encompass a broad area that
consists of the positional information of a caption (e.g., next to, on the right of,
is most far from, etc.).
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Instance Query Generator. In the Instance Query Generator, instance queries
are generated to detect all objects in the 3D scene and generate captions for each
object’s individual attributes. The instance query (po, fo) is defined as follows:

[∆pvote;∆fvote] = FFNo(fenc), (1)

(po, fo) = SAo

(
penc +∆pvote, fenc +∆fvote

)
, (2)

where [∆pvote;∆fvote] ∈ R1,024×(3+256) is an offset that learns to shift the en-
coded points to object’s centers spatially by a feed-forward network FFNo, fol-
lowing [9]. SAo represents the set-abstraction layer with a radius of 0.3 and sam-
ples 16 points for po. Since our Instance Query Generator extracts the features
from the candidate coordinates after the voting, our instance queries are not
focused on specific objects. However, they are distributed across the locations
where objects are present throughout the 3D scene. As a result, 256 instance
queries are extracted from our Instance Query Generator.

Context Query Generator. 3D scenes are composed of 3D points arranged
in XYZ coordinates, forming specific objects, and the spaces between objects
signify space. We recognize that obtaining context features should not merely
involve interpolating the spaces between Instance Queries but also encompassing
how these points are arranged and the composition of empty spaces to represent
a scene. Inspired by this observation, we define context information as the geo-
metric details in a 3D scene that illustrate the relationships between objects and
between objects and the scene itself. We decide to extract structural informa-
tion centered on specific points in the 3D scene and call them Context Queries.
This approach is distinct from the Instance Query Generator. While the Instance
Query Generator uses a voting network to obtain object center coordinates that
do not exist in the 3D scene and extracts features such as identification from
them, the proposed Context Query Generator extracts structural information
without disrupting the arrangement of the 3D points.

Given the encoded scene tokens (penc, fenc), we sample 512 points pcseed with
farthest point sampling (FPS) [28] on penc that each represent a unique geometry
within the global scene. The context query (pc, f c) is then defined as:

(pc, fc) = SAc(penc, fenc), (3)

where SAc denotes the set-abstraction layer [28] with a radius of 1.2, sampling
64 points for pc. All hyper-parameters are determined experimentally.

3.3 Decoder

Instance Decoder and Context Decoder. Given the context queries (pc, fc)
and instance queries (po, fo), we build a parallel decoding pipeline where the
Context Decoder designates contextual information between objects and the
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Instance Decoder performs the localization and attribute description for the
participating objects.

Each Instance Decoder and Context Decoder consists of a transformer de-
coder with 8 layers according to 3DETR [24], and Fourier positional encoding
is applied to XYZ coordinates. Fourier positional encoding transforms the XYZ
coordinates of each query into a Fourier position embedding [31] and then com-
bines them with the corresponding query embeddings. This encoding transforms
the input data into frequency functions, capturing invariant changes in complex
shapes and structures. It aids the context queries in accurately identifying geo-
metric shapes and the instance queries in detecting objects. The context queries
V c are afterwards contextualized for each instance query V o, then retrieve rele-
vant instance query features that are structurally involved.

3.4 Bi-directional Contextual Attention

Captions must be generated for each object in relation to the scene context,
and through positional encoding, it becomes possible to understand directional
relationships, such as "to the right" with surrounding objects. Here, we gain the
insight that information about the relative objects closely related to these rela-
tionships is also necessary, and we design the model to proceed simultaneously
with a multi-stage contextualization. With the decoded queries, our method
proceeds in two stages: i) Contextual Attention of Objects for Context (O4C):
context representation is represented by the attention summarization of global
objects. ii) Contextual Attention of Contexts for Object (C4O): the object rep-
resentation is adjusted by summarizing the non-object contexts. Figure 1 and
Figure 2 show detailed illustrations of obtaining the object-aware context feature
and the context-aware object feature.

Contextual Attention of Objects for Context (O4C). To retrieve the
structural relationship between objects throughout the global scene, we first
construct a Object-aware Context V c

a per object by summating the attention of
each context position feature with regard to each object. The attention result
between the instance feature and the context feature is applied to the context
feature, making a weighted summarization of the geometries. At this time, the
ratio is adjusted using learnable gamma. We name this result V c

a .

Contextual Attention of Contexts for Object (C4O). Most contexts not
only interact with the reference object but also have other objects that react
against them. To achieve this, we go through a Contextual Attention of Contexts
for Object process. This could specify the information that can simply be said
to be ‘next to’ as ‘next to the red chair’. To this end, the attention result of the
context feature and instance feature with the attention weight applied is applied
to the instance query feature. Likewise, it is adjusted using a learnable parameter
lambda. We name this result V o

a . V o
a results from finding instance combinations

that have a meaningful relationship with the contextual region focused on a
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specific instance. The concatenation of the instance token V o, contextualized
geometry V c

a , and contextualized object V o
a , denoted as V a, is fed to the caption

head to generate final captions.

3.5 3D Dense Captioning

Our final goal is to identify all objects within the input 3D scene and generate
a caption for each object. We perform object detection and caption generation
in parallel and group the results into one instance.

Localization. To localize instances in the 3D scene, we use the decoded instance
query V o. Through 5 MLP heads, we reformulate the box corner estimation as
offset estimation from a query point to an object’s center and box size regression.
These localization heads are shared across the decoder layers.

Caption Generation. For caption generation, we use a transformer decoder-
based caption head based on GPT-2 [29], following the methods of Vote2Cap-
DETR [9] and SpaCap3D [33]. Our caption head comprises two transformer
decoder blocks, sinusoid positional embedding, and a linear classification layer.
When generating captions for a proposal, we substitute the standard Start Of
Sequence (’SOS’) prefix with V a. During the inference process, our approach
employs beam search to produce captions. The beam size is 5.

3.6 Training BiCA

Instance Query Loss. To train instance query generator to find an object’s
center by shifting points penc, we use the vote loss from VoteNet [27]. Given the
generated instance query (po, fo) and the encoded scene tokens (penc, fenc), the
vote loss Lo is denoted as:

Lo =
1

M

M∑
i=1

Ngt∑
j=1

∥poi − cntj∥1 · I(pienc), (4)

where I(x) is an indicator function that equals 1 when x ∈ Ij and 0 otherwise,
Ngt is the number of instances in the 3D scene, M is the number of po, and cntj
is the center of j-th instance Ij .

Detection Loss. Following DETR [5], we use Hungarian matching [21] to assign
each proposal with the ground truth. The detection loss Ldet is defined as:

Ldet = α1Lgiou + α2Lcls + α3Lcnt + α4Lsize, (5)

with α1 = 10, α2 = 1, α3 = 5, α4 = 1 set heuristically. This loss is applied across
all decoder layers for better convergence.
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Caption Loss. Following the standard image captioning protocol, we first train
the caption heads using cross-entropy loss for Maximum Likelihood Estimation
(MLE). During MLE training, the model predicts the (t+1)-th word ct+1

n based
on the first t words c

[1:t]
n and the visual features V. The loss function for a final

caption of length T is defined as follows:

Lcn =

T∑
t=1

Lcn(t) = −
T∑

t=1

log P̂

(
ct+1
n |V, c[1:t]n

)
. (6)

After word-level supervision, the caption head is refined using Self-Critical
Sequence Training (SCST) [30], where the model generates multiple captions
ĉ1,...,k with a beam size of k and an additional caption ĝ via greedy search. The
loss function for SCST is formulated as follows:

Lcn = −
k∑

i=1

(R(ĉi)−R(ĝ)) · 1

|ĉi|
log P̂ (ĉi|V). (7)

The reward function R(·) is based on the CIDEr [32] metric for caption evalua-
tion, and the logarithmic probability of the caption ĉi is normalized by its length
|ĉi|, ensuring equal importance to captions of different lengths.

Final Loss. Given the instance query Loss Lo, the detection loss for the i-th
decoder layer as Li

det, and the average of the caption loss Lcn within a batch,
denoted as Lcap, the final loss L is formulated as:

L = β1Lo + β2

ndec-layer∑
i=1

Li
det + β3Lcap , (8)

where β1 = 10, β2 = 1, and β3 = 5.

4 Experiments

4.1 Datasets and Metrics

Datasets. We focus on 3D dense captioning, leveraging two benchmark datasets:
ScanRefer [6] and Nr3D [1]. These datasets offer an extensive human-generated
description of 3D scenes and objects. ScanRefer encompasses 36, 665 descriptions
covering 7, 875 objects within 562 scenes, while Nr3D contains 32, 919 descrip-
tions for 4, 664 objects across 511 scenes. Both datasets draw their training data
from the ScanNet [15] database, which includes 1, 201 3D scenes. For evaluation,
we use 9, 508 descriptions for 2, 068 objects across 141 scenes from ScanRefer
and 8, 584 descriptions for 1, 214 objects in 130 scenes from Nr3D, all sourced
from the 312 3D scenes in the ScanNet validation set.
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Metrics. We evaluate model performance using four metrics: CIDEr [32], BLEU-
4 [25], METEOR [3], and ROUGE-L [13], denoted as C, B-4, M, and R, respec-
tively. Following the previous studies [4,9,11,19,33], Non-Maximum Suppression
(NMS) is initially applied to filter out duplicate object predictions among the
proposals. Each proposal is represented as a pair consisting of a predicted bound-
ing box b̂i and its associated caption ĉi. To accurately evaluate the model’s ca-
pacity for object localization and caption generation, we employ the metric m@k,
setting the IoU thresholds at 0.25 and 0.5 for our experiments, following [11]:

m@k =
1

N

N∑
i=1

m (ĉi, Ci) · I
{
IoU

(
b̂i, bi

)
≥ k

}
, (9)

where N denotes the total number of annotated objects in the evaluation set,
and m stands for the captioning metrics C, B-4, M, and R.

4.2 Implementation Details

Following the [9], our training comprises three stages. We pre-train our network
without the caption head on the ScanNet dataset [15] for 1, 080 epochs, using a
batch size of 8. We minimize the loss function with an AdamW optimizer [22],
starting with a learning rate of 5 × 10−4 that reduces to 10−6 using a cosine
annealing schedule, along with a weight decay of 0.1 and gradient clipping at
0.1 as per [24]. We then proceed to jointly train the model using standard cross-
entropy loss for 720 epochs on both ScanRefer [6] and Nr3D [1], maintaining the
detector’s learning rate at 10−6 and reducing the caption head from 10−4 to 10−6

to avoid overfitting. In the SCST [30], we adjust the caption head using a batch
size of 2 while keeping the detector fixed over a span of 180 epochs and maintain
a constant learning rate of 10−6. Additionally, for experiments incorporating
2D data, we use the pre-trained ENet [8] to extract 128-dimensional multi-view
features from ScanNet images as outlined in Scan2Cap [11]. The model has
16.9M parameters, and the average inference time on ScanRefer [6] is 1.8ms. All
experiments are conducted on a single Titan RTX GPU using PyTorch [26].

4.3 Comparison with Existing Methods

In this section, we evaluate our performance against state-of-the-art methods:
Scan2Cap [11], D3Net [7], SpaCap3D [33], MORE [19], 3DJCG [4], Contex-
tual [37], REMAN [23], 3D-VLP [20], χ-Tran2Cap [36], Vote2Cap-DETR [9],
Unit3D [12], and Vote2Cap-DETR++ [10]. We apply IoU thresholds of 0.25 and
0.5 for ScanRefer [6] as shown in Table 1 and an IoU threshold of 0.5 for Nr3D [1]
indicated in Table 2. For the baselines, we present the evaluation results reported
in the original papers, and "-" in Table 1 and Table 2 indicates that such results
have not been reported in the original paper.
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w/o additional 2D data w/ additional 2D data
Model Training IoU=0.25 IoU=0.50 IoU=0.25 IoU=0.50

C↑ B-4↑ M↑ R↑ C↑ B-4↑ M↑ R↑ C↑ B-4↑ M↑ R↑ C↑ B-4↑ M↑ R↑

Scan2Cap 53.73 34.25 26.14 54.95 35.20 22.36 21.44 43.57 56.82 34.18 26.29 55.27 39.08 23.32 21.97 44.78
D3Net - - - - - - - - - - - - 46.07 30.29 24.35 51.67

SpaCap3d 58.06 35.30 26.16 55.03 42.76 25.38 22.84 45.66 63.30 36.46 26.71 55.71 44.02 25.26 22.33 45.36
MORE 58.89 35.41 26.36 55.41 38.98 23.01 21.65 44.33 62.91 36.25 26.75 56.33 40.94 22.93 21.66 44.42
3DJCG 60.86 39.67 27.45 59.02 47.68 31.53 24.28 51.80 64.70 40.17 27.66 59.23 49.48 31.03 24.22 50.80

Contextual - - - - 42.77 23.60 22.05 45.13 - - - - 46.11 25.47 22.64 45.96
REMAN MLE - - - - - - - - 62.01 36.37 27.76 56.25 45.00 26.31 22.67 46.96
3D-VLP 64.09 39.84 27.65 58.78 50.02 31.87 24.53 51.17 70.73 41.03 28.14 59.72 54.94 32.31 24.83 51.51

Vote2Cap-DETR 71.45 39.34 28.25 59.33 61.81 34.46 26.22 54.40 72.79 39.17 28.06 59.23 59.32 32.42 25.28 52.38
Unit3D - - - - - - - - - - - - 46.69 27.22 21.91 45.98

Vote2Cap-DETR++ 76.36 41.37 28.70 60.00 67.58 37.05 26.89 55.64 77.03 40.99 28.53 59.59 64.32 34.73 26.04 53.67
BiCA (Ours) 78.42 41.46 28.82 60.02 68.46 38.23 27.56 58.56 78.35 41.20 28.82 59.80 66.47 36.13 26.71 54.54

Scan2Cap - - - - - - - - - - - - 48.38 26.09 22.15 44.74
D3Net - - - - - - - - - - - - 62.64 35.68 25.72 53.90

χ-Tran2Cap 58.81 34.17 25.81 54.10 41.52 23.83 21.90 44.97 61.83 35.65 26.61 54.70 43.87 25.05 22.46 45.28
Contextual SCST - - - - 50.29 25.64 22.57 44.71 - - - - 54.30 27.24 23.30 45.81

Vote2Cap-DETR 84.15 42.51 28.47 59.26 73.77 38.21 26.64 54.71 86.28 42.64 28.27 59.07 70.63 35.69 25.51 52.28
Vote2Cap-DETR++ 88.28 44.07 28.75 59.89 78.16 39.72 26.94 55.52 88.56 43.30 28.64 59.19 74.44 37.18 26.20 53.30

BiCA (Ours) 89.72 44.97 28.96 60.69 80.14 40.16 27.76 56.10 89.34 44.56 28.74 59.33 76.34 37.34 26.60 54.00

Table 1: Experimental results on the ScanRefer [6]. C, B-4, M, and R represent the
captioning metrics CIDEr [32], BLEU-4 [25], METEOR [3], and ROUGE-L [13], re-
spectively. A higher score for each indicates better performance.

Model Training C@0.5 ↑ B-4@0.5 ↑ M@0.5 ↑ R@0.5 ↑

Scan2Cap 27.47 17.24 21.80 49.06
D3Net 33.85 20.70 23.13 53.38

SpaCap3d 33.71 19.92 22.61 50.50
3DJCG 38.06 22.82 23.77 52.99

Contextual MLE 35.26 20.42 22.77 50.78
REMAN 34.81 20.37 23.01 50.99

Vote2Cap-DETR 43.84 26.68 25.41 54.43
Vote2Cap-DETR++ 47.08 27.70 25.44 55.22

BiCA (Ours) 48.77 28.35 25.60 55.81

D3Net 38.42 22.22 24.74 54.37
χ-Tran2Cap 33.62 19.29 22.27 50.00
Contextual 37.37 20.96 22.89 51.11

Vote2Cap-DETR SCST 45.53 26.88 25.43 54.76
Vote2Cap-DETR++ 47.62 28.41 25.63 54.77

BiCA (Ours) 49.81 28.83 25.85 56.46

Table 2: Experimental results on the Nr3D [1] with IoU threshold at 0.5.

ScanRefer. Descriptions in the ScanRefer include the target object’s attributes
and spatial relationships with surrounding objects. As Table 1 shows, our method
outperforms existing methods in all data settings and IoU thresholds, thanks to
our multi-stage contextual attention method.

Nr3D. The Nr3D dataset evaluates the model’s proficiency in interpreting
human-spoken, free-form object descriptions. Our method shows a notable per-
formance improvement over existing models in generating diverse object descrip-
tions, as indicated in Table 2.

4.4 Ablation Study and Discussion

The core components of our method are i) decomposition of the query set into
Instance Query V o and Context Query V c, ii) Contextual Attention of Objects
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IoU=0.50

Model C↑ B-4↑ M↑ R↑ mAP↑ AR↑

Vote2Cap-DETR [9] 73.77 38.21 26.64 54.71 45.56 67.77
BiCA using only V o 74.90 40.67 26.76 55.31 50.12 69.49

Vote2Cap-DETR++ [10] 78.16 39.72 26.94 55.52 55.48 70.89
BiCA using V o, KNN(V c) 79.03 41.36 27.31 56.76 55.95 69.62

BiCA using V o, V c
a 81.22 40.90 27.39 57.95 56.91 70.38

BiCA using V o, V c
a , V o

a (Ours) 85.14 42.27 27.98 59.37 57.58 72.68

Table 3: Ablation study on the ScanRefer [6]. The core components of our BiCA are
i) decomposition of the query set into Instance Query V o and Context Query V c, ii)
the Object-aware Context feature V c

a , and iii) the Context-aware object feature V o
a .

for Context (O4C) ii) Contextual Attention of Contexts for Object (C4O). We
demonstrate that all components of BiCA contribute positively to the final per-
formance, as shown in Table 3.

Instance Query Generator. We define BiCA using only the Instance Query
Generator (i.e., BiCA using only V o in Table 3) as our baseline and com-
pare it with Vote2Cap-DETR [9], an object-centric transformer encoder-decoder
architecture. The major difference between our instance query generator and
Vote2Cap-DETR is how we generate the query set for instances. Vote2Cap-
DETR uses farthest point sampling (FPS) to generate queries before the query
coordinates are adjusted through voting. Therefore, if the coordinates are mis-
takenly focused on a specific object after voting, features will be extracted from
the same object. On the other hand, our instance query generator extracts the
features from the candidate coordinates after the voting. This improves the num-
ber of matching candidates (e.g., for 2, 068 objects in our evaluation set, our
method has 1, 540 matching proposals while Vote2Cap-DETR has 1, 498). This
enhancement boosts localization performance in terms of mean Average Preci-
sion (mAP) and Average Recall (AR), which directly contributes to improving
dense captioning performance.

Context Query Generator. To enable object features to focus on localiza-
tion, we independently generate context and instance queries separately. In the
Vote2Cap-DETR++ [10], the decoupled queries are projections of the object-
centric queries and still entail the limitations of the object-centric design. In
contrast, our context queries capture structural information from the entire 3D
scene, effectively decoupling features from object localization, as shown in Ta-
ble 3.

O4C module and C4O module. As shown in Table 3, utilizing the object-
aware context feature V c

a and the context-aware object feature V o
a results in

performance improvements across all aspects. Interestingly, we can see that per-
formance improves even when surrounding context information is collected using
KNN (See the results of BiCA using only V o, KNN(V c)). In the setting of BiCA
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(a) (b) (c)

(d) (e)

: Contextualized Anchors for 

(f)

: Contextualized Instances for 

Fig. 3: Visualization of (a) the input 3D scene, (b) input point cloud without color,
(c) visualization of instance queries, (d) one sampled instance query, (e) geometry
contextualization of (d), and (f) instance contextualization of (e) on the ScanRefer [6].

using only V o, KNN(V c), we set K = 16. Additionally, aggregating contextual-
ized object features improves the model performance significantly. It proves that
when capturing context information for captioning, adding additional object in-
formation that matches the context is helpful.

4.5 Qualitative Analysis

Figure 3 shows the parts of the entire scene being focused on at each stage of
the proposed model. In Figure 3c and Figure 3d, our instance queries are not
concentrated on a specific object but are spread throughout the 3D scene and
exist in the location where the object exists. Figure 3e shows the part of the
context queries with the highest attention score. The green part of the Figure 3e
indicates the surroundings of the object and the corners of the room further
away, but it needs to be related to other instances or scenes to express the
situation more clearly. The blue part of Figure 3f describes the part of related
instance queries for the object-aware context feature selected in Figure 3e. Most
instances are inside the green contextualized region with high scores of Figure 3e,
and some instances on the other side are also included. This observation shows
that our method can check all instances of the entire scene to generate captions
for one object.

To demonstrate the effectiveness of the proposed method, we provide qualita-
tive results with state-of-the-art models. SpaCap3D [33], 3DJCG [4], Vote2Cap-
DETR [9], and Vote2Cap-DETR++ [10] have attempted to incorporate contex-
tual information by modeling relationships with object pairs or aggregating near-
est neighbor features. In the Figure 4, these methods generate captions limited
to the object and its immediate relations in a fixed format (e.g., this is a white
radiator. it is under right of the desk). Since their context is not collected based
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SpaCap3D : This is a couch. Its 
brown and blue and white in color
and is next to a table with a lamp
on top of it. Its located.

GT : The table is in the center of
the room. The table is a long
rectangle. 

Ours : This is a large rectangular
table. It is surrounded by chairs.

Vote2Cap-DETR : The table is in the 
center of the room. It is to the 
left of the table.

Ours : This is white radiator. It is 
under the window.

Scene0249_00|24|table

SpaCap3D : FTG.

3DJCG : FTG.

GT : It is radiator under a window. 
The radiator is to the right of 
the bed.

3DJCG : FTG.

SpaCap3D : The radiator is white
and short. The radiator is on the
wall between two windows.

Vote2Cap-DETR : This is a white
radiator. It is to the right of
the room.

Ours : The couch is the rightmost
one in the room. The couch is a
dark brown rectangle.

GT : There is a brown leather couch. 
Placed on the side of the wall.

3DJCG : The couch is the left of the
couch. It is to the right of the 
couch.

Vote2Cap-DETR : The couch is on the
right. It is to the right of the
room.

Ours : The chair is the northwest –
most one in the room. The chair is
black and has four legs.

GT : The chair is against the wall
in the back of the room. Its grey
and black and has wooden arms and 
sits next to a desk.

3DJCG : This is a black chair. It is 
to the left of the white table.

SpaCap3D : This is a brown chair. 
It is to the right of a white
chair.

Vote2Cap-DETR : This is a blue chair. 
It is to the right of the room.

Scene0535_00|15|chair Scene0277_00|12|radiator Scene0329_00|1|couch

Vote2Cap-DETR++ : FTG. Vote2Cap-DETR++ : This is a white
radiator. It is to the right of
the desk.

Vote2Cap-DETR++ : The couch is on
the right. It is to the right of
the table.

Vote2Cap-DETR++ : The chair is in 
the corner of the room. It is to 
the right of the table.

Fig. 4: Qualitative results on the ScanRefer [6]. The yellow-highlighted sections show
information specific to the object itself, the green-highlighted sections describe the rela-
tionships between objects, and the blue-highlighted sections depict the spatial position
of the object in the 3D scene. Captions underlined in red indicate incorrect descrip-
tions. FTG. represent failures in caption generation due to low IoU.

on the entire scene, it is challenging to localize relationships with surrounding
objects or locations in the scene. BiCA accurately predicts the attributes (i.e.,
can obtain precise representations for regions that have localization boundaries)
and captions that require a sufficient understanding of structural information
throughout the scene (i.e., can retrieve geometrically substantial information
within the scene that exceeds the boundary of localization constraints) in vari-
ous formats (e.g., the chair is the northwest – most one in the room.).

5 Conclusion

In this work, we propose BiCA, a novel end-to-end transformer encoder-decoder
pipeline with multi-stage contextual attention for 3D dense captioning. Our
BiCA parallelly decodes a fixed set of object queries that contain local features
of individual objects and context queries which contain the non-object contexts
in the 3D scene. This allows our model to capture relevant object-aware context
and context-aware object features across the entire scene without being restricted
to single object localization or their immediate surroundings. As the representa-
tion for localization and caption generation is disentangled, BiCA can improve
both localization and contextual dense captioning performance. We validate the
effectiveness of BiCA by showing that it outperforms the state-of-the-art across
all metrics on two benchmarks for 3D dense captioning.
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