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A Implementation Details

A.1 More Architecture Details of MOFA-Adapter

The proposed MOFA-Adapter is composed of three components: 1) Sparse-to-
Dense Motion Generation Network (S2D network), 2) Reference Encoder, and 3)
Fusion Encoder. We show the detailed architecture for feature merging in Fig. 1.
The Fusion Encoder’s architecture is identical to that of the SVD [3] Encoder.
Forward warping is utilized for spatial warping operations within the feature
space.

A.2 More Training Details

The trajectory-based model is trained on the WebVid-10M dataset [2] using
the AdamW optimizer with a learning rate of 2 × 10−5. The batch size is set
at 8, and the total number of training iterations is 100,000. The portrait-based
model is trained on a self-compiled dataset that includes 5,889 different human
portrait videos. The AdamW optimizer is used, with a learning rate of 2× 10−5.
The batch size is set to 1, and the total training iteration is 200,000.



2

En
c 

Bl
oc

k

Noised Input

Co
nv

Ze
ro

-c
on

v
Si

LUFirst Frame

𝒲

En
c 

Bl
oc

k
Co

nv

Ze
ro

-c
on

v
Si

LU

𝒲

To SVD
Dec Block

To SVD
Dec Block

Optical 
Flow

M
id

 B
lo

ck
Co

nv

Ze
ro

-c
on

v
Si

LU

𝒲

To SVD
Mid Block

Optical 
Flow

Optical 
Flow

Zero-conv Zero-conv Zero-conv

Reference 
Encoder

Fusion 
Encoder

Fig. 1: Detailed architecture of MOFA-Adapter.

A.3 Inference via Multiple MOFA-Adapters

As indicated in the main paper, we can integrate multiple MOFA-Adapters for
more sophisticated and complex control using control signals from various modal-
ities. For instance, users can merge the landmark signal with handcrafted tra-
jectories. Specifically, we first route the trajectory control signals and landmark
signals through the MOFA-Adapter for each modality separately. Contrary to
the original Multi-ControlNet [7] algorithm, we employ a mask-aware strategy
to define the control area for each MOFA-Adapter. Specifically, the user can
designate the region where the landmark signal is accountable for, such as the
human face region. Based on this mask, we extract the deep feature of the multi-
scale output of the landmark-based MOFA-Adapters within the mask region, and
that of the trajectory-based MOFA-Adapters outside the mask region. Finally,
we input the combined features into the frozen SVD to obtain the final output.

B More Visual Results

In this section, we demonstrate more results generated by our methods. For
video results, please refer to the video demo provided in the supplementary.

B.1 Trajectory-based Image Animation

The Trajectory-based Image Animation results are demonstrated in Fig. 2.

Camera Motion Control As stated in the main paper, besides handcrafted
trajectories, our model is also capable of controlling camera motion via basic
optical flow patterns. The corresponding results are illustrated in Fig. 3.
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B.2 Portrait Image Animation

More portrait image animation results are demonstrated in Fig. 4.

B.3 Multi-MOFA Adapters

More advanced control results via Multi-MOFA Adapters are demonstrated in
Fig. 5.

C Comparison Results

In this section, we demonstrate more comparison results against other methods.
For video results, please refer to the video demo provided in the supplementary.

C.1 Trajectory-based

More comparison results with DragNUWA [6] are demonstrated in Fig. 6.

Motion Brush As stated in the main paper, we can employ motion mask
brushes to attain detailed control by designating the spatial region of the flow
patterns since our method utilizes intermediate optical flow patterns for motion
control. Gen-2 [1] also supports motion brushes, but it only supports basic di-
rections (Mask + direction) and is incapable of executing non-linear complex
controls (for instance, blinking). Our method combines regional mask and tra-
jectory (mask + trajectory), being able to handle advanced non-linear motions.
The comparative results corresponding to this are displayed in Fig. 7.

C.2 Portrait Image Animation

More visual comparison results with StyleHEAT [5] and SadTalker [8] are demon-
strated in Fig. 8. We also give more quantitative results with our methods and
SadTalker [8] on visual quality (LPIPS). The proposed method shows a much
better performance on visual quality (0.2099) than SadTalker (0.2308). Besides,
our method also shows comparable results on lip synchronization from the same
landmark generated from audio using SadTalker [8]. We give some examples in
the supplementary video.

D Ablation Study Results

We also consider the quantitative comparison of the ablation studies in network
structure. The same dataset is used for evaluation as the one used for quantita-
tive comparisons with DragNUWA [6] in the main paper. As shown in Tab. 1,
the proposed full method achieves the most balanced results in terms of all met-
rics. Our method w/o tuning of the MOFA-Adapter shows very limited motions
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Methods LPIPS ↓ FID ↓ FVD ↓
w/o warping 0.2619 18.80 184.27
w/o S2D 0.2376 16.87 81.80
w/o tuning 0.2163 16.97 102.17
Ours 0.2274 16.82 86.76

Table 1: Quantitative comparison results for ablation study on trajectory-based image
animation.

compared with our full methods. Our method w/o S2D shows second-best re-
sults. However, from LPIPS, the generated video is different from the motion
guidance. Finally, our method uses explicit warping as motion control, removing
the explicit motion warping shows much worse results in all metrics. For video
results, please refer to the video demo provided in the supplementary. We also
provide the video ablation results for longer video generation and domain-aware
MOFA-Adapter in the video demo.

E Video Demo

We provide the video demo in the supplementary, which includes brief introduc-
tion, video results, ablation studies, and the limitations of our method.

F Limitations

Unlike SORA [4], our method struggles to control or generate new content that
is significantly different from the provided image, as the current video diffusion
model is only trained on a limited number of video clips. Additionally, our model
may encounter visual artifacts such as blurriness or loss of structure under ex-
tensive motion guidance. Visual examples of these issues are provided in Fig. 9.
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Fig. 2: More visual results for trajectory-based image animation.
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Fig. 3: Camera motion control via fixed optical flow patterns. (a) Pan Right,
(b) Pan Left, (c) Pan Down, (d) Pan Up, (e) Zoom Out, (f) Zoom In, (g) Clockwise,
(h) Counter-Clockwise.
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Fig. 4: More visual results for portrait image animation.

Image & Hybrid Signals Outputs Image & Hybrid Signals Outputs

Fig. 5: Visual results for advanced control with Multi-MOFA Adapters.
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Fig. 6: Visual comparisons with DragNUWA [6] for trajectory-based image
animation.
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Fig. 7: Image animation results from our method and Gen-2 [1]. Gen-2 em-
ploys a mask + direction approach, which is not suitable for managing complex motions.
In contrast, our method integrates trajectory control with motion brushes, enabling ad-
vanced non-linear control (e.g ., blinking) for the target objects.

(a)

(b)
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(d)

Input Image Input ImageLandmarks & Generated Frames Landmarks & Generated Frames

Fig. 8: More visual comparisons for portrait image animation. (a) Style-
HEAT [5], (b) Sadtalker [8], (c) Ours.
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Input Image Output Frames

Fig. 9: Limitation of our method. Our model may encounter visual artifacts such
as loss of structure or blurriness under extensive motion guidance.
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