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1 Datasets

Dense annotation of BlendPASS. To enhance the accuracy of dense an-
notations for objects of the Thing class, particularly in representing invisible
regions of occluded objects realistically, our labeling process follows the “inde-
pendent annotation → cross-verification → voting” workflow. All images are
densely annotated by three skilled annotators using the EISeg tool [5] for initial
segmentation. Specifically, three annotators densely annotate the full region of
each object, and occluded objects are independently annotated by three anno-
tators. Subsequently, cross-verification is conducted among the annotators. In
cases where there are slight discrepancies in the annotations of occluded objects,
the final annotation is determined through majority voting. For annotations that
do not reach a consensus, more iterative annotation processes are employed until
an agreement is reached. This annotation workflow aims to ensure the accuracy
of dense annotations while maximizing the fidelity of annotations for occluded
regions to the true object shape. Annotating panoramas with severe distortion
is challenging and extremely time-consuming, requiring approximately 210 min-
utes per person per image. Finally, as illustrated in Tab. S1, 2, 960 objects are
annotated in the Thing class. We establish a finely labeled dataset, BlendPASS,
based on panoramic images containing semantic, instance, and amodal instance
labels. All annotations are cross-checked to support five tasks simultaneously:
semantic segmentation, instance segmentation, amodal segmentation, panoptic
segmentation, and amodal panoptic segmentation.
SynPASS. The SynPASS dataset [17] is a panoramic semantic segmentation
dataset captured via the Carla simulator [3]. It has four weather conditions
including sunny, cloudy, foggy, and rainy scenes, together with daytime and
nighttime situations. Overall, it has 9, 800 panoramic images with a resolution
of 2048×1024 corresponding to a full Field of View (FoV) of 360◦×180◦, divided
into training/validation/testing sets of 5, 700/1, 690/1, 690 images, respectively.
Cityscapes→DensePASS. The Cityscapes→DensePASS benchmark [11] mea-
sures the performance of pixel-wise semantic segmentation models learned on
2, 979 labeled pinhole images of Cityscapes and transferred to DensePASS, which
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† Correspondence: zhanghuihby@126.com, kailun.yang@hnu.edu.cn

https://orcid.org/0000-0003-1751-5505
https://orcid.org/0000-0003-3471-328X
https://orcid.org/0000-0003-0184-2245
https://orcid.org/0000-0002-5419-9292
https://orcid.org/0009-0001-6671-3754
https://orcid.org/0000-0002-1803-3148
https://orcid.org/0000-0001-8046-4945
https://orcid.org/0000-0002-1090-667X


2 Y. Cao, J. Zhang et al.

Table S1: Statistic for occluded and unoccluded objects in different classes.

Person Rider Car Truck Bus Train Motorcycle Bicycle Total

#Occluded objects 189 6 909 42 18 1 83 38 1286
#Unoccluded objects 613 12 842 38 24 2 71 72 1674

Total 802 18 1751 80 42 3 154 110 2960

Table S2: Comparison of the proposed BlendPASS with existing datasets.

Panoramic Image Semantic GT Instance GT Amodal Instance GT Cross-checking
KINS [13] ✗ ✗ ✓ ✓ ✓

KITTI360-APS [12] ✗ ✓ ✓ ✓ ✗

DensePASS [11] ✓ ✓ ✗ ✗ ✗

BlendPASS (Ours) ✓ ✓ ✓ ✓ ✓

has 100 panoramic images for evaluation. The pinhole images have a resolution
of 2048×1024 and the panoramic images have a resolution of 2048×400.
KITTI360-APS→BlendPASS. We carefully reviewed the accessible annota-
tions for KITTI360-APS [12], and 12, 320 images containing 89, 938 objects of
thing classes are available. This dataset serves as the source pinhole domain of
our proposed benchmark. For the introduced fresh BlendPASS dataset, consider-
ing the scalability of future work, we annotated 100 images containing 2, 960 ob-
jects of thing classes in the evaluation set, following the format of Cityscapes [2].
This serves as the validation set for the target panoramic domain of the bench-
mark. However, due to inconsistent classes between the two datasets, we con-
ducted additional manual processing. Specifically, in the KITTI360-APS, there
are 11 valid Stuff and 7 valid Thing classes (while the work [12] claims 10
classes for Stuff, our manual verification confirmed that the traffic light class is
an additional usable annotation class). These 11 Stuff classes align with Blend-
PASS. As for Thing classes, we adjusted the annotations of BlendPASS to align
with KITTI360-APS, following the corresponding scheme in Tab. S3. This rough
alignment further magnifies the challenges of cross-domain in the benchmark. Fi-
nally, for the OASS benchmark, there are a total of 11 aligned Stuff and 7 aligned
Thing classes in both domains.

Table S3: Alignment scheme of the Thing categories between the KITTI360-APS
dataset and our BlendPASS dataset.

Dataset Categories

BlendPASS Person Rider Car Truck Bus Train Motorcycle Bicycle
KITTI360-APS [12] Pedestrains Cyclists Car Truck Other-vehicles Van Two-wheeler Two-wheeler
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2 Evaluation Metrics

In the context of the Occlusion-Aware Seamless Segmentation (OASS) bench-
mark, we employ five metrics, namely Intersection over Union (IoU), Average
Precision (AP), Amodal Average Precision (AAP), Panoptic Quality (PQ), and
Amodal Panoptic Quality (APQ), to evaluate the model’s performance. We pro-
vide a detailed explanation:
IoU. IoU measures the overlap between predicted segment p and ground truth
segment g and is calculated as:

IoU = (p ∩ g)/(p ∪ g). (1)

AP. We follow Pascal VOC [4] and COCO [8] and use average precision, which
is computed by averaging the ten equally spaced IoU thresholds from 0.5 to 0.95.
AAP. The AAP is an extended metric of AP for Amodal Instance Segmentation,
where the ground truth is replaced with amodal segments.
PQ. We adapt the standard panoptic quality metric proposed by [7] and compute
it as

PQ =

∑
(p,g)∈TP IoU(p, g)

|TP |+ 1
2 |FP |+ 1

2 |FN |
, (2)

where TP = {(p, g) ∈ p× g : IoU(p, g) > 0.5} is a set of True Positive matches.
APQ. The APQ is an extended metric of PQ for Amodal Panoptic Segmenta-
tion, where the ground truth segments g are replaced with amodal segments.

3 More Results

3.1 More Experiment Details

We use the same data augmentation parameters as DACS [15] and set the RCS
temperature to 0.01 to enhance sample frequency for rare classes of the source
domain. The EMA decay η is set as 0.999. The threshold τ in pseudo-label
weight is set as 0.968. Moreover, the pseudo-labels in the regions 11 pixels above
and 88 pixels below the trained patches are ignored, respectively. Moreover,
we adopt the ImageNet feature distance loss from DAFormer with a weight of
0.005. For instance and amodal instance branches, we set all loss weights to
1. During inference, the thresholds for instance and amodal instance are set
to 0.95. For the retraining of the existing methods [14, 16, 18, 19], we utilize
training protocols similar to ours and followed their hyperparameters to ensure
fairness. Our experiments are conducted on an NVIDIA Tesla V100 GPU and
implemented using PyTorch.

3.2 More OASS Results

In this work, we include a comprehensive set of sub-tasks, including semantic seg-
mentation, instance segmentation, amodal instance segmentation, panoptic seg-
mentation, and amodal panoptic segmentation for OASS. To provide a thorough
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Table S4: Panoptic Segmentation results on the KITTI360-APS → BlendPASS
benchmark. The per-class results are reported as PQ, and the metric is mPQ.
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Metric

PS

DATR [19] 50.44 09.14 59.92 11.93 11.98 01.95 00.00 03.91 64.60 14.05 70.45 12.15 00.00 38.09 00.00 03.38 00.00 01.29 19.63
Trans4PASS [16] 53.93 14.12 69.39 19.16 11.77 03.77 00.00 05.15 67.62 16.02 77.41 14.60 04.09 38.23 06.91 00.00 00.00 07.19 22.80
UniDAPS [18] 65.95 9.48 66.31 17.39 14.28 04.77 00.00 06.14 67.19 16.10 72.68 08.27 00.00 27.25 14.82 09.23 00.00 08.86 22.71
EDAPS [14] 55.01 17.05 66.84 18.72 14.49 05.76 04.04 04.68 68.21 16.04 72.76 19.56 00.00 37.83 01.82 04.38 00.00 07.89 23.06
Source-Only 57.84 14.21 73.83 15.49 07.59 00.67 00.00 10.40 58.30 12.39 83.15 14.85 00.00 39.06 05.96 00.00 00.00 07.68 22.30
UnmaskFormer (Ours) 61.73 24.72 66.80 20.75 15.81 05.22 04.29 03.26 69.02 18.35 79.44 20.90 03.45 42.96 11.26 07.64 00.00 15.98 26.20

analysis of these diverse tasks, we present the per-class accuracy results. Tab. S4
further details the per-class accuracy specifically in panoptic segmentation (PS).
To benchmark our model, we conduct a comparative study against previous
state-of-the-art methods, namely DATR [19], Trans4PASS [16], UniDAPS [18],
and EDAPS [14]. As shown in the experimental results, our model demonstrates
a notable Mean-PQ of 26.20%, surpassing the performance of the previous best
model by a significant margin of +3.14%. A detailed breakdown of per-class
performance reveals that our model excels across numerous categories, such as
sidewalk, wall, pedestrians, car, and two-wheeler. It is worth noting that the van
category, constituting a minor proportion in both source and target datasets,
poses a challenge for all models to handle effectively. The superior mPQ achieved
by our model proves its effectiveness in addressing the challenges in the panoptic
segmentation part of the OASS task.

3.3 More Analysis of Ablation Study

Preliminary of Deformable Patch Embedding. The backbone utilizes a
transformer-based structure with a novel arrangement of Deformable Patch Em-
bedding (DPE) [16] layers. DPE aims to capture local geometric variations
caused by image distortion. Given an input image or features X∈RH×W×C

(where H and W represent the resolution and C the number of channels), DPE
calculates adaptive offsets for each patch:

∆DPE(i, j) =
[
min(max(−H

r , g(X)(i,j)),
H
r ) min(max(−W

r , g(X)(i,j)),
W
r )

]
,
(3)

where (i, j) denotes the patch index, g(·) is the offset prediction function, r is a
hyperparameter controlling the maximum allowed offset.
Analysis of UA-based Backbone. To improve the modeling capacity of our
OASS model, we take not only the deformable patchifying but also the unmask-
ing into account. Specifically, the technical designs involve multiple perspectives.
1) Interleaved DPE arrangement: Unlike prior work [16] that inserts DPE only in
the initial stage, this approach proposes a novel interleaving arrangement. DPE
layers are strategically placed within Stages 2 and 4 of the backbone architec-
ture. This design reinforces the model’s ability to capture distortion throughout
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the processing pipeline. 2) Unmasking Attention (UA) for occlusion handling:
In addition to addressing distortion, the method incorporates an Unmasking
Attention (UA) block that is enhanced by adding a simple yet effective pooling
layer. 3) Combining self-attention and enhanced pooling: The UA block lever-
ages both a self-attention layer and an improved pooling mechanism. Having
the self-attended pooling feature q′∈R1×1×C , a sigmoid function ϕ(·) is applied
to calculate the occlusion-aware mask ϕ(q′). This mask highlights regions likely
affected by occlusion. 4) Incorporating occlusion awareness: The mask ϕ(q′) is
subsequently used to perform element-wise multiplication with the original fea-
ture map, resulting in an occlusion-aware feature. The occlusion-aware feature is
further processed by an MLP layer. Based on these crucial designs, our UA-based
backbone can address both the image distortion and object occlusion.
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Fig. S1: The process of modeling amodal-oriented masked source images.

Analysis of AoMix. To provide additional amodal-oriented source priors and
mixed image samples to enhance the adaptation, we utilize amodal instance
masks to mask input images within the AoMix module. An example of the
amodal-oriented masked image modeling process for the source image is illus-
trated in Fig. S1. This method aims to enhance the model’s ability to reconstruct
object regions obscured by realistic object shapes, enabling it to learn informa-
tion about invisible parts in the scene. As shown in Tab. 6, we conducted an
ablation study on the manner and strategy of AoMix. 1) T for S, T for M vs
AoMix: Using the amodal-oriented masked image in both the source and mixed
images enables the model to accurately segment the full regions of occluded ob-
jects in the source domain and facilitates better model adaptation to the target
panoramic domain. 2) P for S&M vs AoMix: It is noteworthy that we tried to use
random patches instead of amodal instance masks to mask images. Although the
mIoU score remained largely unchanged, the mAPQ score witnessed a significant
drop of 3.3%, affirming that masks with real shapes provide better guidance for
learning occlusion-ignored segmentation ability. 3) W for S&M vs AoMix: Com-
pared with applying amodal masks to all regions of the image, our method only
applies to the Thing class region, resulting in superior performance. This is be-
cause our method aligns more closely with the real-world scenario where object
occlusion of the Thing class is often raised by other objects of the Thing class.
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4 More Visualization Results

4.1 More Visualization Results of OASS

We showcase visualization results for semantic segmentation and panoptic seg-
mentation in Fig. S2 and Fig. S3. These examples show that UnmaskFormer
achieves outstanding performance on other tasks within the OASS benchmark.
In addition to addressing the occlusion of perspective, UnmaskFormer can un-
mask the narrow field of view and the gap of domain. As depicted in Fig. S2
for panoptic segmentation, UnmaskFormer surpasses other methods [14, 16, 18,
19] and successfully detects more pedestrians. Compared to the contour-based
UniDAPS [18], UnmaskFormer segments the Thing objects with more complete
and rational shapes. For the category determination of instance masks, existing
methods typically rely on fusing results from the semantic branch. Moreover, the
visualization results for semantic segmentation in Fig. S3 show that Unmask-
Former achieves more accurate semantic classification results and demonstrates
robustness to distortions introduced by wide-FoV panoramic images.

4.2 More Visualization Results on SynPASS

As shown in Fig. S4, we conduct qualitative analyses of panoramic semantic seg-
mentation on the SynPASS dataset. The objective of this analysis is to evaluate
the robustness of various methods under diverse weather conditions. Specifi-
cally, we examine four distinct weather types, namely cloudy, foggy, rainy, and
sunny, to assess the adaptability of the models. From top to bottom in Fig. S4,
they are the input image, the segmentation results of Trans4PASS [16], the seg-
mentation results of UnmaskFormer, and ground truth. Comparing the perfor-
mance of UnmaskFormer with the prior state-of-the-art model, Trans4PASS [16],
it can be seen that UnmaskFormer obtains notable improvements in handling
adverse weather conditions. For instance, in cloudy weather, UnmaskFormer
demonstrates an enhanced capability to predict and generate more complete rail
track categories. Moreover, in foggy and rainy weather, UnmaskFormer can iden-
tify roads more completely compared to the baseline model. Thanks to the de-
formable designs, UnmaskFormer can yield better panoramic semantic segmen-
tation results. These observations demonstrate the efficacy of UnmaskFormer in
challenging environmental scenarios.

5 Discussion

Future work. The advancements made in Occlusion-Aware Seamless Segmenta-
tion (OASS) through our UnmaskFormer open new avenues for future research.
In the future, we envision several potential further directions: 1) User-Interactive
Image Editing: We propose exploring user interaction in image editing. Future
iterations can integrate user-selected areas to separate amodal layers and em-
ploy diffusion processes for completion. These interactive features enhance user-
friendliness and expand practical applications. 2) Amodal Optical Flow Fusion:
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Stuff: road sidew. build. wall fence pole tr.light tr.sign veget. terrain sky
Thing: pedes. cyclists car truck ot.veh. van tw.whe.
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Fig. S2: Visualization results of Panoptic Segmentation. From top to bot-
tom are (a) Image, (b) Ground truth, (c) DATR [19], (d) Trans4PASS [16], (e)
UniDAPS [18], (f) EDAPS [14], (g) Source-Only, and (h) UnmaskFormer (Ours).
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Stuff: road sidew. build. wall fence pole tr.light tr.sign veget. terrain sky
Thing: pedes. cyclists car truck ot.veh. van tw.whe.
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Fig. S3: Visualization results of Semantic Segmentation. From top to bot-
tom are (a) Image, (b) Ground truth, (c) DATR [19], (d) Trans4PASS [16], (e)
UniDAPS [18], (f) EDAPS [14], (g) Source-Only, and (h) UnmaskFormer (Ours).
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Building Fence Other Pedestrian Pole Road Line Road Sidewalk Vegetation Vehicles Wall
Tr. Sign Sky Ground Bridge Rail Track Ground Rail Tr. Light Static Dynamic Water Terrain

Cloudy Foggy Rainy Sunny

Trans4PASS

GT

UnmaskFormer

GT GT GT

Trans4PASS Trans4PASS Trans4PASS

UnmaskFormer UnmaskFormer UnmaskFormer

Fig. S4: More visualization results of SynPASS. From top to bottom are: Image,
the prediction of Trans4PASS [16], the prediction of our UnmaskFormer, and Ground
truth.

We intend to further investigate combining our segmentation approach with
amodal optical flow techniques [10] to improve temporal consistency in amodal
segmentation. This is useful for dealing with temporal occlusions. Also, it is
essential for continuous tracking or monitoring applications, potentially revolu-
tionizing dynamic scene processing.
Limitations and potential solutions. While our UnmaskFormer for OASS
showcases significant advancements, we acknowledge certain limitations in our
current work, alongside potential approaches to address these challenges: 1)
Complex Environment Perception: The current model may not handle the com-
plexity of in-the-wild scenes. Continuous improvement is vital for panoramic im-
age processing and scene understanding. We could enhance robustness through
diverse data, integration with other sensors like LiDAR or event cameras, and
depth-aware transferring learning [1] to enhance occlusion reasoning. Addition-
ally, domain generalization techniques [6] can be employed to improve the model’s
adaptability to new and unseen environments, further bolstering its performance
in complex scenarios. 2) Amodal Data Annotation Challenge: Amodal data an-
notation for panoramic images is challenging. While our dataset covers diverse
images captured in cities located on all continents, we could further explore
automated amodal annotation for panoramas, reserving manual annotation for
data purification and cleaning purposes. Moreover, semi-supervised amodal in-
stance segmentation methods [9] can also be leveraged to enhance the efficiency
of the annotation process. These approaches can help scale up the availability
of annotated data for training and validation, addressing the scarcity of labeled
data in the amodal segmentation domain.
Societal impacts. In this study, we have introduced a novel task called Occlusion-
Aware Seamless Segmentation (OASS) and established a comprehensive bench-
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mark incorporating various well-known baseline models. We found that these
baseline models exhibit limited performance in the OASS task, primarily due
to the intricate nature of occlusion-aware segmentation challenges. To address
this, we have developed UnmaskFormer, a solution that significantly enhances
performance on the OASS benchmark, outperforming existing domain adapta-
tion panoramic and panoptic segmentation methods and achieving promising
state-of-the-art results. Nevertheless, given the criticality of dependability in
deep learning systems for Advanced Driver-Assistance Systems (ADAS), it is
important to note that UnmaskFormer may still encounter misclassifications in
challenging occluded regions and biased content, potentially leading to erroneous
predictions with adverse societal implications.
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