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Abstract. We introduce a new task called Referring Atomic Video
Action Recognition (RAVAR), aimed at identifying atomic actions of a
particular person based on a textual description and the video data of
this person. This task differs from traditional action recognition and lo-
calization, where predictions are delivered for all present individuals. In
contrast, we focus on recognizing the correct atomic action of a specific
individual, guided by text. To explore this task, we present the RefAVA
dataset, containing 36, 630 instances with manually annotated textual
descriptions of the individuals. To establish a strong initial benchmark,
we implement and validate baselines from various domains, e.g., atomic
action localization, video question answering, and text-video retrieval.
Since these existing methods underperform on RAVAR, we introduce
RefAtomNet – a novel cross-stream attention-driven method specialized
for the unique challenges of RAVAR: the need to interpret a textual refer-
ring expression for the targeted individual, utilize this reference to guide
the spatial localization and harvest the prediction of the atomic actions
for the referring person. The key ingredients are: (1) a multi-stream ar-
chitecture that connects video, text, and a new location-semantic stream,
and (2) cross-stream agent attention fusion and agent token fusion which
amplify the most relevant information across these streams and consis-
tently surpasses standard attention-based fusion on RAVAR. Extensive
experiments demonstrate the effectiveness of RefAtomNet and its build-
ing blocks for recognizing the action of the described individual. The
dataset and code will be made publicly available at RAVAR.

1 Introduction

Referring scene understanding [50, 52, 66, 93] aims to solve the underlying com-
puter vision task for the particular scene element specified via a natural language
referring expression. Context-driven queries are vital in information retrieval, as-
sistive systems, and multimedia analysis, but incorporating them into computer
vision models is challenging due to a complex entanglement of linguistic de-
scriptions, localization, and visual recognition itself. Several benchmarks for re-
ferring scene understanding have been successfully established for multi-object
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Fig. 1: A comparison of AAL Task (left) and RAVAR task (right).

tracking [86], semantic segmentation [30, 46, 72, 75, 76], medical imaging [71],
and object detection [12, 64].While these efforts focus on object-centric refer-
ring expressions, many applications require a human-centric understanding of
human actions, e.g ., in rehabilitation assistance [35,70] and human-robot inter-
action [27,37]. Our work addresses a new problem – reference-driven recognition
of atomic actions performed by the human described via a textual reference,
which has been overlooked in the past.

The field of human action recognition has made exciting advances, from new
approaches stemming from the rise of visual transformers [23,47,63,69,81,83,85]
to new large-scale datasets [4, 22, 34, 73, 78]. Datasets utilized for the prediction
of atomic actions often feature recordings with multiple individuals [24]. Never-
theless, the vast majority of previously published works [23, 31, 68, 69, 81] either
rely on manually window crop of a particular person of interest or automatically
generated region of interests to predict the atomic actions for all the individuals
in one video, which results in large pre- or post-processing effort to focus on
one specific person. This workflow is also very inconvenient in certain applica-
tions, such as assistive systems for users with visual impairments [51,62,97], who
must understand the state of each present in the scene for effective interactions.
Leveraging succinct textual descriptions, which may include broad positional in-
dicators (e.g., left, center, and right), appearance attributes (e.g., hair color and
clothing), or gender, to steer the model towards delivering atomic action recog-
nition outcomes for the targeted individual, presents a promising solution to the
outlined challenges. Employing these textual cues as a reference, the model can
facilitate an end-to-end retrieval of the specified instance across the entire video,
subsequently providing precise atomic action recognition results.

To close this gap, we formalize the new task of Referring Atomic Video
Action Recognition (RAVAR). The differences between RAVAR and atomic ac-
tion localization are shown in Fig. 1. The conventional atomic action recognition
in multi-person scenarios is often formalized in an action localization manner,
and requires the region of interest to localize the human available a priori, af-
ter which atomic action recognition is carried out for each individual. Post-
processing is required for individuals of interest. In contrast, RAVAR assumes
a textual reference and a video as inputs, delivering the referring individual’s
atomic actions along with the location. This comparison shows the efficiency of
RAVAR, leveraging textual information for less labor-intensive subject identifi-
cation to assist atomic action analysis for the individual of interest. We further
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introduce the new RefAVA dataset for RAVAR. RefAVA is established using the
17, 946 video clips of the public AVA dataset [24] initially designed for atomic
action localization, which we extend with 36, 630 textual descriptions of the
corresponding individuals used as the referring expression. The dataset covers
diverse settings, e.g ., in/out door and day/night time scenarios, and numerous
multi-person scenes, constituting an ideal testbed for our task.

To establish an initial benchmark, we assess 15 well-established approaches
from multiple related research domains. Our experiments reveal that none of
the benchmarked methods delivers sufficient performance. For example, previ-
ous methods within the domains of VQA and VTR typically yield predictions
of a coarse analysis regarding actions, whereas strategies in AAL face challenges
in spatially localizing the correct referring individual. We attribute this phe-
nomenon to the massive irrelevant information provided by the visual data,
distracting the model from the referring location. How to suppress the referring
irrelevant information becomes a critical challenge to pursue better RAVAR per-
formances.

To address this, we introduce the new RefAtomNet approach specialized in
simultaneously solving the tasks of understanding textual referring expressions
and using them as guides for spatial localization and classification of atomic
actions. We begin by computing textual, visual, and newly proposed location-
semantic tokens using a large foundation model and well-established object de-
tector. The latter stream is designed to harvest semantic cues of different scene
entities: it leverages a pre-trained object detector to localize and identify ob-
jects, after which the location-semantic tokens are computed as a fusion of visual
bounding box coordinates and text embeddings of the object category. Another
novel aspect of our work is the introduction of cross-stream agent attention and
agent token fusions, which builds on the concept of agent attention [26] and
re-defines it for cross-stream compatibility: agent tokens are reformulated into
a 1D sequence format through the use of fully connected layers, bypassing the
initial need for 2D pooling, removing the depthwise convolution branch, and for-
going 2D positional encodings. This mechanism enhances the model’s ability to
filter and emphasize relevant information from multiple data sources effectively.
RefAtomNet achieves the highest performance for RAVAR, while a detailed ab-
lation study demonstrates the effectiveness of each component.

Our contributions can be summarized as follows:

– We introduce the new Referring Atomic Video Action Recognition (RAVAR)
task and the RefAVA benchmark with 36, 630 atomic action instances man-
ually annotated with suitable language expressions.

– To establish a competitive benchmark, we examine 11 well-established mod-
els from different related fields, namely atomic action localization, video
question answering, and video-text retrieval.

– We propose RefAtomNet, a new RAVAR approach that uses a novel agent-
based semantic-location aware attentional fusion to integrate multi-modal
tokens, suppressing the irrelevant visual cues. RefAtomNet delivers improve-
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ments of 3.85% and 3.17% of mAP, and 4.33% and 4.03% of AUROC, on val
and test sets, respectively, compared with the leading baseline, BLIPv2 [42].

2 Related Work

Referring Scene Understanding. Referring scene understanding aims to lo-
cate parts of interest within images or videos guided by natural language, ex-
hibiting the utility in many computer vision tasks including autonomous driv-
ing [86] and video editing [6]. The development of this field cannot be ad-
vanced without the contribution of high-quality open-source datasets and bench-
marks [2, 12, 30, 48, 72, 80, 86, 91]. For example, the CLEVR-Ref+ benchmark is
proposed by Liu et al . [52] to achieve visual reasoning with referring expressions.
Li et al . [46] proposed referring image segmentation by using a recurrent refine-
ment network. Wu et al . [86] proposed referring multi-object tracking bench-
mark. However, there are no referring understanding works focusing on atomic
video action analysis, whereupon we first conduct RAVAR benchmarking with
our RefAVA dataset. We further clarify that Referring Video Object Segmenta-
tion (RVOS) task [21,53,58,79] differs us from multiple perspectives, e.g., RVOS
includes action name in input textual reference.
Video Text Retrieval. Video Text Retrieval (VTR) aims at matching relevant
video content with text. Amidst the rise of Vision-Language foundation models
like CLIP [67] and BLIP [43], efforts [9,42,49,55–57,77,82,87,95] are being made
to apply powerful pre-trained models for promoting their competencies in VTR.
XCLIP [56] introduced multi-grained contrastive learning for end-to-end VTR,
by counting all the video-sentence, video-word, sentence-frame, and frame-word
contrasts. BLIPv2 [42] pre-trained a Querying Transformer (QFormer) to boot-
strap vision-and-language representation learning and vision-to-language genera-
tive learning. The key difference between VTR and RAVAR lies in their inference
tasks: VTR queries text or video to localize elements, while RAVAR integrates
textual and visual data for fine-grained subject retrieval and atomic action pre-
diction in videos.
Video Question Answering. Video Question Answering (VQA) focuses on
generating answers to questions posed in natural language for a given video. De-
pending on the emphasis of the question, factoid VQA [1,5,7,19,20,25,28,36,39,
45,54,88,89,96] straightforward queries visual facts. Lei et al. [38] proposed that
a single-frame trained transformer-based model, with large-scale pre-training
and a frame ensemble at the inference stage, can perform better than existing
multi-frame trained models in factoid VQA tasks. On the other hand, inference
VQA [18, 41] delves into logical reasoning. Li et al. [44] released a video-centric
instruction dataset and leveraged a neural interface to integrate video foundation
models and Large Language Models (LLM), showcasing capability in temporal
reasoning, causal inference, and event localization. In addition, some multimodal
VQA frameworks [20, 40, 90] explore information-invoking scenarios that incor-
porate visual, audio, subtitle, and external knowledge. However, compared with
the RAVAR task, most of the existing VQA approaches do not particularly focus
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Table 1: An overview of the referring scene understanding datasets and our RefAVA
dataset; Our task is Referring Atomic Video Action Recognition (RAVAR), whereas
existing benchmarks focus on Referring Object Detection (ROD), Referring Video-
based Object Segmentation (RVOS), and Referring Multi-Object Tracking (RMOT).

Dataset RefCOCO [91] RefCOCO+ [91] RefCOCOg [91] Talk2Car [13] VID-Sentence [10] Refer-DAVUS17 [30] Refer-YV [94] Refer-KITTI [86] RefAVA

Task ROD ROD ROD ROD ROD RVOS RMOT RMOT RAVAR
NFrames 26,711 19,992 26,711 9,217 59,238 4,219 93,869 6,650 1,615,140
NInstance 26,711 19,992 26,711 10,519 7,654 3,978 7,451 - 36,630

on atomic action recognition and will only tend to give a coarse textual descrip-
tion, which limits the applications requiring precise prediction, e.g ., human-robot
assistance [27,37].
Atomic Video Action Recognition and Localization. Atomic video-based
action recognition [11, 23] and localization [24] involves the identification and
analysis of the most fundamental, indivisible actions or movements performed
by humans for single and multiple-person scenarios. Compared with the gen-
eral video action recognition task, atomic video-based action localization is
much more fine-grained and is always formulated in a multi-label manner with
bounding box predictions. Most of the existing convolutional neural networks
(CNN) [4, 16, 17, 81] and the transformer [23, 47, 63, 69, 81, 83, 85] networks for
human action recognition are commonly used in the atomic video-based ac-
tion localization by changing the classification head into multi-label manner,
adding additional bounding box prediction head, and integrating region of inter-
est features from human detector. Ryali et al. [69] proposed a hierarchical vision
transformer with high efficiency and precision within the realm of the existing
methods using video as input. Wang et al. [81] proposed scaling video-masked au-
toencoders with dual masking. Current methods for predicting individual actions
in multi-person scenarios often require manual video cropping for atomic action
recognition or generate predictions for all detected individuals, necessitating fur-
ther human selection and reducing practicality [65, 68, 84]. Most existing AAL
methods are not specifically designed for the RAVAR task. We thereby introduce
RefAtomNet, a novel method that utilizes location semantics atop predicted loca-
tion and scene semantic information derived from the scenario together with the
textual reference and visual cues, then further uses cross-stream agent attention
and agent token fusions to suppress redundant information.

3 RAVAR: Established Benchmark

3.1 Introduction of the RefAVA Dataset

Textual Annotations. To acquire precise textual annotations for the individu-
als of interest, 7 annotators manually provided the textual annotations according
to the key frame bounding boxes presented in the AVA dataset [24]. Cross-
checking among all the annotators for the annotated individuals is conducted to
deliver high textual annotation quality.
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(a) Chord visualization of several keywords.

(b) Annotation statistics: #The number of an-
notated persons contained in the scenario (x-
axis); #The number of instances (y-axis).

Fig. 2: An chord visualization of several keywords from the textual references, shown
on the left, and the instance amount in video clips containing different numbers of
annotated persons in our RefAVA dataset, shown on the right.

Dataset. We selected 17, 946 video clips from 127 movies of the AVA dataset,
preserving the most complex scenarios, and annotated each person on each cen-
ter frame of every 90s video clip. In total, RefAVA has 36, 630 labeled instances,
and we split them into 22, 658 train instances, 10, 916 validation instances, and
3, 056 test instances, where the samples from different sets are from different
movie scenarios. The textual annotations cover information on approximate age,
gender, appearance, relative position in the center frame, etc., and without ac-
tion description. The chord visualization in Fig. 2a reveals the quantitative causal
relations between the most frequent notional words in different categories from
the textual references. Further, Fig. 2b shows the statistics of instance amount
towards the annotated person number inside the scenario where each instance
belongs. We deliver the comparison of the statistics between representative ex-
isting referring scene understanding datasets and our RefAVA dataset in Tab. 1.
The atomic actions involve 80 categories covering Object Manipulation (OM),
Person Interactions (PI), and Person Movement (PM). The videos cover diverse
scenarios. The test set is sourced from 26 movies different from those in the
train set (67 different movies) and val set (34 different movies) to achieve the
evaluation of generalizability.

3.2 The Baselines for the RAVAR Benchmark

We have adapted methodologies from similar fields as our baselines for RAVAR.
AAL Baselines. We first reformulate the existing methods from the general
atomic video action localization field by integrating the textual reference embed-
dings into the visual branch. Some action recognition approaches, e.g ., I3D [4]
and X3D [16], are adapted to AAL following [17]. BERT [14] is used for textual
embedding extraction. The selected baselines from this domain can be grouped
into CNN-based approaches [4,16] and transformer-based approaches [47,69,81].
All these approaches leverage the pre-trained weight on the Kinetics400 [4].
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VQA Baselines. The second group of approaches comes from the video question
answering domain, which contains the GPT-based model, i.e., AskAnything [44],
and conventional transformer-based model [38]. We input the reference sentence
in a questioning manner and add a classification head and a bounding box re-
gression head after the acquisition of the logits. We finetuned the two models
for the RAVAR task based on their pre-trained weight on ActivityNetQA [92].
VTR Baselines. The last group of the foundation model baselines comes from
the video-text retrieval task, where XCLIP [56], CLIP4CLIP [55], BLIPv2 [42],
and MeVTR [95] are selected. These foundation models are pre-trained on a
combination of numerous datasets, incorporating Conceptual Captions [74], SBU
Captions [61], and COCO Captions [8], etc. We reformulate these approaches in
the same way as the approaches in VQA.
SF Baselines. Some Single Frame (SF) baselines are adopted, where SAM [33],
DETR [3], and REFCLIP [29] are utilized together with the CLIP [67] feature
extraction backbone.
VOS Baseline. We adopt one Video Object Segmentation (VOS) baseline using
the encoder of the approach from Su et al. [79] and our prediction head.

4 RefAtomNet: Proposed Method

4.1 Overview

We propose a new model, RefAtomNet, with an overview provided in Fig. 3. It
leverages three token streams: visual, textual reference, and location-semantic
streams. Visual tokens are extracted from the video using ViT [15], while textual
reference tokens are obtained from the text using BERT [14]. Both streams
are enhanced by QFormer [42]. Additionally, in the location-semantic stream,
location-semantic tokens are extracted from the center frame by fusing predicted
object coordinates and semantic embeddings of the object categories estimated
by a frozen object detector and BERT [14]. To suppress irrelevant information
for each stream, we propose the agent-based location-semantic aware attentional
fusion to achieve better amplification of relevant information during the cross-
stream exchange. The detailed structure is discussed in the following subsections.

4.2 RefAtomNet

Background of QFormer. We rely on BLIPv2 to extract the visual features,
where QFormer is the most essential component. Multiple learnable queries are
initialized in QFormer as trainable parameters and interact with input data
via Transformer attention mechanisms. Each query selectively attends to input
parts, capturing task-specific features and updating based on attention outputs.
During training, these queries are optimized for specialized information extrac-
tion. Queries then directly contribute to generating outputs.
Extraction of Visual and Textual Reference Tokens. Similar to BLIPv2 [42],
we use a pre-trained multimodal model for token extraction from both the video
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and textual reference streams. This model leverages the QFormer [42] architec-
ture to effectively extract and integrate multimodal embeddings from the visual
and textual reference data. Specifically, the visual stream employs a ViT [15]
backbone encoder to process visual inputs, while the textual branch utilizes
BERT [14] to encode textual reference cues. This combined approach facilitates
a holistic understanding of both visual content and textual descriptions. The
model extracts visual tokens (tV T ) and textual reference tokens (tRT ) through
Eq. 1:

tV T , tRT = VV L(VV T (x
V T ), VRT (x

RT )), (1)

where VV L represents the visual-textual integration model (i.e., QFormer [42]).
VV T , and VRT denote the backbones for extracting visual tokens (i.e., ViT [15])
and textual reference tokens (i.e., BERT [14]), respectively. xV T and xRT repre-
sent the input video and textual reference caption, which are then fed into liner
projection layers, i.e., PV T and PRT , respectively.
Extraction of Location-Semantic Aware Tokens. To integrate more lo-
cation and semantic information into the token representations, we leverage a
well-established object detector DETR [3] to deliver No detection results based
on the input of the center frame of a video clip, noted as the keyframe. Note
that, the detections provided by the object detector contain either the human
or other objects with a high confidence score according to Eq. 2.

rboxes, rcats = Vdets(xk), (2)

where xk, Vdets indicates the keyframe and the detection network. rboxes ∈
RNo×4 are detected 2D corner coordinates (top left and bottom right corners)
of the bounding boxes. rcats is the predicted category for each bounding box
represented in textual format. These category labels of the detected objects are
passed to a text encoder (BERT [14]) to extract semantic embeddings. We con-
catenate these two types of tokens together along the channel dimension and use
a single linear projection layer to obtain the aggregated location-semantic aware
tokens (tLS) as Eq. 3.

tLS = PLS(Concat [VRT (rcats), rboxes]), (3)

where PLS indicates a fully connected layer, VRT indicates the language feature
extraction backbone, i.e., BERT [14], and Concat indicates the concatenation.
Agent-Based Location Semantic Aware Attentional Fusion.
Agent Tokens and Sequential Processing. We use agent tokens, inspired by agent
attention [26]. Derived through fully connected layers from input tokens, simi-
lar to Query, Key, and Value extraction in transformers, agent tokens aggregate
essential information via agent-key and agent-query pairs. To enable agent at-
tention for 1D sequential tokens from our streams, we redefine the 2D agent
spatial tokens proposed in [26] into a 1D sequential format for multi-stream fu-
sion. Specifically, we replace 2D pooling with linear projection and eliminate the
depthwise convolutional branch and biased position encoding to better suit agent
acquisition in our model. These 1D sequential agent tokens serve dual functions:
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Fig. 3: An overview of the RefAtomNet architecture.

aggregating crucial information from agent-key and agent-query pairs and ef-
ficiently redistributing this information to the original value tokens, therefore,
enhancing attention focus and reducing irrelevant cues.
Agent-Based Attention Mechanism. The agent-based attention mechanism for
visual, textual reference, and location-semantic streams is computed as:

Qϕ,Kϕ,Vϕ,Aϕ = Wϕ
Q(t

ϕ),Wϕ
K(tϕ),Wϕ

V (t
ϕ),Wϕ

A(t
ϕ), (4)

where for better readability, we use ϕ to represent [RT, V T, LS], where RT indi-
cates the reference tokens, VT indicates the visual tokens, and LS indicates the
location-semantic tokens. Qϕ, Kϕ, Vϕ, and Aϕ are the query, key, value, and
agent tokens. tϕ depicts the input. Wϕ

Q, Wϕ
K , Wϕ

V , and Wϕ
A are constructed by

linear projection layers. We then project the agent tokens using fully connected
layers Pϕ

A through Aϕ
∗ = Pϕ

A(A
ϕ) as aforementioned. To mitigate redundancy

cues of the textual reference and location-semantic streams, we leverage agent
attention for both of these two streams. The agent query attention mask Mπ

QA

and the agent key attention mask Mπ
KA are obtained by matrix multiplication

(MatMul) and SoftMax operations along the channel dimension (indicated by
σc) as shown in Eq. 5, where π ∈ [RT,LS] and α indicates a fixed scale fac-
tor. The agent attention masks and tokens are computed and refined to ensure
that only pertinent information influences the attention mechanism, as shown in
Eq. 5 and Eq. 6:

Mπ
QA,M

π
KA = σc(MatMul[α ∗Aπ

∗ ,Q
π]), σc(MatMul[α ∗Aπ

∗ ,K
π]), (5)

tπ∗ = FFN(MatMul[Mπ
KA,MatMul[Mπ

QA,V
π]]), (6)

where FFN indicates the Feed Forward Network. These steps ensure precise
model attention, enhancing the contextual relevance of the resulting tokens.
Cross-Stream Agent Attention and Agent Token Fusions. Finally, cross-stream
agent attention and agent token fusion are proposed, which are explicitly tai-
lored for the visual stream by applying the agent query attention maps and the
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agent tokens from the other two streams. This process involves recalculating the
attention maps, thereby ensuring that the final token representation is highly
relevant and contextually enriched. We compute the agent query attention map
for the visual token stream, where γ = V T , as shown in Eq. 7,

Mγ
QA = σc(MatMul [α ∗Aγ

∗ ,Q
γ ]). (7)

Then, we calculate the cross-stream irrelevance-suppressed attention for the
agent query attention of the visual stream through Eq. 8 to achieve cross-stream
agent attention fusion to suppress irrelevant information in the agent query at-
tentions of the visual stream, the operations used in the second and third terms
are abbreviated as C-ATT and T-ATT in Fig. 3,

M̂γ
QA = AV G

[
Mγ

QA, σc(
∑
π

Mπ
QA) ∗M

γ
QA, σt(

∑
π

Mπ
QA) ∗M

γ
QA

]
, (8)

where σt denotes the SoftMax operation along the token dimension. AV G indi-
cates the mean operation. We follow the same procedure to calculate the cross-
stream irrelevance-suppressed agent tokens before the calculation of the agent
key attention, as in Eq. 9 to achieve cross-stream agent token fusion.

Âγ
∗ = AV G

[
Aγ

∗ + σc(
∑
π

Aπ
∗ ) ∗Aγ

∗ + σt(
∑
π

Aπ
∗ ) ∗Aγ

∗

]
, (9)

then, we calculate the agent key attention as shown in Eq. 10,

M̂γ
KA = σc(MatMul

[
α ∗ Âγ

∗ ,K
γ
]
). (10)

The final aggregated visual tokens can be obtained through the following equa-
tion as demonstrated in Eq. 11,

tγ∗ = FFN(MatMul
[
M̂γ

KA,MatMul
[
M̂γ

QA,V
γ
]]
). (11)

Finally, we aggregate all the tokens from three branches by using the mean
operation, where Ns indicates the number of the stream as shown in Eq. 12,

tagg =
∑
ϕ

[
tϕ∗
]
/Ns. (12)

We construct MLP-based classification and regression heads atop aggregated
tokens for center frame bounding box prediction and atomic action recognition.

4.3 Loss Functions

We use Binary Cross Entropy (BCE) loss and Mean Squared Error (MSE) loss
for the multi-label supervision and the bounding box regression supervision in
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the same way as all the baselines. The equation of the BCE loss is as Eq. 13,

LBCE(y, ŷ) = − 1

Nc

Nc∑
i=1

[yi log(ŷi) + (1− yi) log(1− ŷi)], (13)

where y, ŷ and Nc indicate the one-hot ground truth, the prediction, and the
category number. The bounding boxes regression loss is expressed as Eq. 14,

LMSE(b, b̂) =

4∑
j=1

(bj − b̂j)
2, (14)

where b indicates the coordinates of the left top and right bottom corners, and
b̂ represents the predicted boxes. j indicates the coordinate index.

5 Experiments

5.1 Implementation Details

We conduct experiments on four NVIDIA A100 GPUs. We use BertAdam [32]
optimizer with learning rate lr = 1e−4, batch size 128, learning rate decay 0.9,
and warmup ratio 0.1. The agent number and head number in our RefAtomNet
are 4 and 1. Our model has 214M trainable parameters. The weight for LMSE

and α are 5 and 0.125. We trained our model for 40 epochs on our dataset. The
text encoder is frozen during training. We use multi-label mean Average Precision
(mAP), Area Under the Receiver Operating Characteristic curve (AUROC), and
the mean Intersection over Union (mIOU) as metrics, of which mIOU has less
priority since we prioritize the atomic video action recognition task.

5.2 Experimental Results

Main Results. Results of the main experiments on the proposed RefAVA bench-
mark are summarized in Tab. 2. We compare our RefAtomNet model with a
multitude of published approaches adopted to suit our task (see Section 3.2)
stemming from the fields of (1) Atomic Action Localization (AAL); (2) Video
Question Answering (VQA); (3) Video-Text Retrieval (VTR); (4) Single Frame
(SF) baselines; and (5) Video Object Segmentation (VOS). Baseline methods
from the AAL group consistently underperform in spatially localizing the action
according to the textual reference (measured as mIOU). Even though the abil-
ity of the human spatial localization is not the major expected output, it can
still generally illustrate if the model can grasp the correct referring person or
not. Among the AAL methods, X3D [16] achieves the highest AUROC score of
59.09% and 64.51% on the val and test sets, respectively. The VQA and VTR
baselines work better than the AAL baselines since they can reasonably capture
the referring person while delivering acceptable atomic human action recogni-
tion performances, which benefits from the text-aware pretraining of these two



12 K. Peng, J. Fu et al.

Table 2: Experimental results on our RAVAR benchmark.

Method mIOU mAP AUROC mIOU mAP AUROC
Val Test

AAL

I3D [4] 0.00 44.04 57.77 0.00 44.64 62.71
X3D [16] 0.26 44.45 59.09 0.27 46.34 64.51

MViTv2-B [47] 0.76 42.32 56.43 0.66 42.60 59.30
VideoMAE2-B [81] 0.16 42.02 55.12 0.29 41.87 59.10

Hiera-B [69] 0.49 42.74 56.72 0.62 41.14 58.70

VQA Singularity [38] 26.34 42.43 59.52 29.78 42.18 56.12
AskAnything13B [44] 20.09 51.42 66.12 22.35 52.25 69.35

VTR
MeVTR [95] 30.78 38.42 51.01 29.79 36.27 52.45

CLIP4CLIP [55] 34.75 39.48 52.57 32.33 37.17 55.05
XClIP [56] 35.54 42.46 56.30 31.79 40.82 58.71
BLIPv2 [42] 32.99 52.13 66.56 32.75 53.19 69.92

SF
CLIP [67]+SAM [33] 32.95 49.74 64.55 29.80 51.34 69.11
CLIP [67]+DETR [3] 33.96 47.57 61.83 33.84 50.92 67.29

CLIP [67]+REFCLIP [29] 34.43 47.79 62.50 32.28 49.90 67.44

VOS Su et al. [79] 23.71 52.17 66.67 26.02 53.20 70.19
RefAtomNet (Ours) 38.22 55.98 69.73 36.42 57.52 73.95

Table 3: Experiments for module ablation and comparison with multi-modal fusion.

(a) Module ablation of the RefAtomNet.

Method mIOU mAP AUROC mIOU mAP AUROC

Val Test

w/o ALSAF 27.30 50.70 65.31 29.09 51.26 68.20
w/o CAAF 36.21 55.43 69.66 35.38 55.90 72.60
w/o CATF 35.01 53.83 67.71 34.55 56.96 73.40
w/o LSAS 31.90 55.21 69.47 31.25 55.73 72.38

Ours 38.22 55.98 69.73 36.42 57.52 73.95

(b) Comparison with other fusion approaches.

Fusion mIOU mAP AUROC mIOU mAP AUROC

Val Test

Addition 27.30 50.70 65.31 29.09 51.26 68.20
Concatenation 18.64 52.23 66.45 20.65 53.44 70.70
Multiplication 23.90 51.55 65.66 25.05 53.33 70.48
AttentionBottleneck [59] 33.47 50.97 65.07 33.02 54.02 71.08
McOmet [98] 23.88 51.58 65.65 25.02 53.21 70.42

Ours 38.22 55.98 69.73 36.42 57.52 73.95

tasks. AskAnything [44] from the VQA group achieves 20.09% and 22.35% of
mIOU, 51.42% and 52.25% of mAP, and 66.12% and 69.35% of AUROC on the
val and test sets. BLIPv2 [43] from the VTR group delivers 32.99% and 32.75%
of mIOU, 52.13% and 53.19% of mAP, and 66.56% and 69.92% of AUROC, on
the val and test sets, respectively. Our RefAtomNet achieves state-of-the-art per-
formances, outperforming the best baseline BLIPv2 [42] by 5.23%, 3.85%, 3.17%
and 3.67%, 4.33%, 4.03% of mIOU, mAP, and AUROC, on val and test sets.
Ablations of the Individual Modules. In Tab. 3a, we show the ablation for
the components of RefAtomNet by removing each of the proposed designs, where
LSAS indicates the location-semantic stream, CAAF indicates the cross-stream
agent attention fusion, CATF indicates the cross-stream agent token fusion, and
w/o ALSAF indicates by simply using addition to fuse these three streams and
without the agent-based location-semantic aware attentional fusion mechanism.
Compared with the ablation w/o ALSAF, RefAtomNet achieves promising im-
provements of 10.92%, 5.28%, 4.42% and 7.33%, 6.26%, 5.75% in terms of mIOU,
mAP, and AUROC for the val and test sets, respectively. It indicates that using
simple aggregation of the three streams makes the model distract from the impor-
tant cues for the referring person, illustrated by the large decay of mIOU metric.
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Table 4: Generalizability to different referring styles and encoder architectures.

(a) Generalizability to test time rephrasing

Fusion mIOU mAP AUROC mIOU mAP AUROC

Val Test

Singularity [38] 18.45 41.27 58.47 20.54 41.39 55.32
XCLIP [56] 31.95 41.35 54.35 29.84 40.74 58.45
AskAnything [44] 19.74 51.11 65.83 21.60 51.96 69.04
BLIPv2 [42] 31.00 51.45 65.88 31.34 52.35 68.87

Ours 34.65 55.75 69.52 33.14 57.23 73.76

(b) Generalizability to different visual-textual en-
coder architectures.

Fusion mIOU mAP AUROC mIOU mAP AUROC

Val Test

XCLIP [56] 35.54 42.46 56.30 31.79 40.82 58.71
RefAtomNet (XCLIP) 38.59 47.40 61.20 36.61 48.59 66.47

BLIPv2 [42] 32.99 52.13 66.56 32.75 53.19 69.92
RefAtomNet (BLIPv2) 38.22 55.98 69.73 36.42 57.52 73.95

Compared with the ablation w/o LSAS, we find that the location-semantic to-
kens benefit more for the localization of the correct person in the center frame.
The advantages of the LSAS on atomic video action recognition metrics are
highlighted in the test set which has higher scenario diversity compared with
the val set. Using CAAF and CATF, each of them brings promising benefits by
suppressing the irrelevant information in the visual tokens.
Comparison with Other Fusion Mechanisms. We compare our proposed
agent-based location-semantic aware attentional fusion mechanism with late
fusion addition, multiplication, concatenation, AttentionBottleNeck [59], and
McOmet [98] in Tab. 3b. Our approach outperforms all by suppressing those
irrelevant visual tokens on the agent tokens and attention masks.
Generalizability to Test-time Reference Rephrasing. The reference sen-
tences given by different users may differ in daily life scenarios. To test the
generalizability of the model towards different referring styles, we invoke API
(gpt-3.5-turbo) of ChatGPT [60] to rephrase the test set description two times
and then deliver the averaged performance for RAVAR on the original val and
test sets, and the two rephrased val and test sets, where we select 4 most out-
performing baselines from our benchmark to construct this ablation study, i.e.,
Singularity [38], AskAnything [44], XCLIP [56], and BLIPv2 [42], as shown in
Tab. 4a. RefAtomNet delivers the best performances. We find out that the test
time reference rephrasing will cause performance decay for localization and less
decay for the atomic video-based action recognition delivered by our model.
Generalizability to Different Visual Textual Backbones. Since we use the
best-performing baseline BLIPv2 [42] as the visual and textual encoder in our
model, it would be interesting to see if the proposed architecture can generalize
to different encoder backbones. We thereby demonstrate another ablation study
in Tab. 4b, where we equip our RefAtomNet with the XCLIP [56] backbone.
Compared with the XCLIP baseline, the RefAtomNet (XCLIP) achieves 3.05%,
4.94%, 4.90% and 4.82%, 7.77%, 7.76% performance improvements in terms of
mIOU, mAP, and AUROC on the val and test sets, respectively, showing the
great generalizability of our RefAtomNet of the visual and textual encoder.
Analysis of the Qualitative Results. The qualitative results are delivered
in Fig. 4. These examples demonstrate the effectiveness of RefAtomNet com-
pared with the best-performing baseline BLIPv2 [42]. Samples 1 and 8 val-
idate the recognition quality for references without any location indications.
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Ground Truth:

Text reference: The man wearing light green clothes.

Prediction BLIPv2: Prediction Ours:

Watch (PI),  Talk to (PI)Watch (PI), Talk to (PI) Lift (PI),  Talk to (PI)
Ground Truth:

Text reference: The man in the center who has gray beard.

Prediction BLIPv2: Prediction Ours:

Stand (PM), Watch (PI)Stand (PM), Watch (PI) Stand (PM), Watch (PI)

Ground Truth:

Text reference: The man on the left who is in blue clothes.

Prediction BLIPv2: Prediction Ours:
Stand (PM), Carry/Hold 
(OM)

Stand (PM), Carry/Hold 
(OM)

Watch (PI), X, X
Ground Truth:

Text reference: The first man on the right.

Prediction BLIPv2: Prediction Ours:

Stand (PM)Stand (PM) Watch (PI)

Ground Truth:

Text reference: The man wearing glasses on the left.

Prediction BLIPv2: Prediction Ours:
Stand (PM), Talk to (PI),
Watch (PI)

Stand (PM), Talk to (PI),
Watch (PI)

Stand (PM), Watch 
(PI), X 

Ground Truth:

Text reference: The man on the right back to us.

Prediction BLIPv2: Prediction Ours:
Stand (PM), Listen to (PI), 
Watch (PI)
)

Stand (PM), Listen to (PI), 
Watch (PI)
)

Watch (PI), X, X

Ground Truth:

Text reference: The woman wearing black clothes and pearls 

necklace on the right.

Prediction BLIPv2: Prediction Ours:
Sit (PM), Touch (OM), Talk 
to (PI), Listen to (PI), Watch 
(PI)

Sit (PM), Touch (OM),
Listen to (PI), Watch (PI)

Watch (PI), X, X, X 

Ground Truth:

Text reference: The man wearing black suits.

Prediction BLIPv2: Prediction Ours:

Stand (PM), Listen to (PI), 
Watch (PI), Take (PI) 

Stand (PM), Take (PI)
Stand (PM), Listen to (PI), 
Watch (PI), Take (PI), Walk 
(PM), Carry/Hold (OM)

Fig. 4: An overview of qualitative results. Missed predictions are marked with a red
cross, while true positive and false positive predictions are shown in green and red.

Samples 3 , 4 , 5 , and 6 showcase the results for different humans in a shared
scene. Samples 2 and 7 show the RAVAR performance for references contain-
ing finer details, e.g ., the necklace type and the beard color. Our RefAtomNet
outperforms the BLIPv2 baseline on selected samples obviously, attributable to
its superior capability in eliminating extraneous visual cues and its advanced
location-semantic reasoning prowess.

6 Conclusions

In this work, we introduce a novel task called Referring Atomic Video Action
Recognition (RAVAR). We establish the RefAVA dataset to address the chal-
lenge of identifying atomic actions for individuals of interest in videos based on
textual descriptions. Existing methods exhibit poor performance on this new
task, prompting the development of RefAtomNet, a vision-language architecture
that effectively integrates cross-stream tokens for precise referring atomic video
action recognition. Through reference-relevant token enhancement and compre-
hensive token integration, RefAtomNet achieves impressive results, highlighting
its effectiveness in tackling the complexities of the RAVAR task.
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