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Abstract. The ability to understand and reason the 3D real world is a
crucial milestone towards artificial general intelligence. The current com-
mon practice is to finetune Large Language Models (LLMs) with 3D data
and texts to enable 3D understanding. Despite their effectiveness, these
approaches are inherently limited by the scale and diversity of the avail-
able 3D data. Alternatively, in this work, we introduce Agent3D-Zero,
an innovative 3D-aware agent framework addressing the 3D scene under-
standing in a zero-shot manner. The essence of our approach centers on
reconceptualizing the challenge of 3D scene perception as a process of
understanding and synthesizing insights from multiple images, inspired
by how our human beings attempt to understand 3D scenes. By consol-
idating this idea, we propose a novel way to make use of a Large Visual
Language Model (VLM) via actively selecting and analyzing a series of
viewpoints for 3D understanding. Specifically, given an input 3D scene,
Agent3D-Zero first processes a bird’s-eye view image with custom-
designed visual prompts, then iteratively chooses the next viewpoints
to observe and summarize the underlying knowledge. A distinctive ad-
vantage of Agent3D-Zero is the introduction of novel visual prompts,
which significantly unleash the VLMs’ ability to identify the most in-
formative viewpoints and thus facilitate observing 3D scenes. Extensive
experiments demonstrate the effectiveness of the proposed framework in
understanding diverse and previously unseen 3D environments. project
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1 Introduction

Understanding three-dimensional (3D) scenes [36] is a fundamental task in com-
puter vision, especially vital for robotics [5], autonomous driving [17,21,53], and

https://orcid.org/0000-0002-1814-6783
https://orcid.org/0009-0009-8712-8747
https://orcid.org/0000-0001-9624-7451
https://orcid.org/0009-0005-0067-339X
https://orcid.org/0000-0002-9163-2761
https://orcid.org/0000-0003-2772-9320
https://zhangsha1024.github.io/Agent3D-Zero/
https://zhangsha1024.github.io/Agent3D-Zero/


2 S. Zhang et al.
LLM

Perceiver

Reconstructed 3D Text

VLM

Selected Images

Selected 
Observing Views3D Scans

Language-involved 
3D Understanding

3D Scans

Large
Language

Model

Frozen Training

(a)  Finetuning Paradigm

(b)  Our Zero-Shot Framework

Vision 
Encoder

3D 
Perceiver

Language-involved 
3D Understanding

3D Perception

Proj. Vision
Language

Model

Vision
Language

Model

Fig. 1: Illustration of (a) finetuning-based paradigm and (b) our proposed
zero-shot paradigm. The finetuning-based paradigm exploits an external 3D per-
ceiver, and finetunes it with a frozen LLM. On the contrary, our proposed zero-shot
paradigm is simple and efficient, directly utilizing the VLM to actively select and in-
terpret multiple observing views for zero-shot 3D task resolution.

augmented reality applications [26]. The emergence of an intelligent assistant
who can fully comprehend the 3D world and find her way seamlessly in a given
space is a crucial milestone on the path to artificial general intelligence.

Recently, the convergence of visual perception with Large Language Models
(LLMs) [1,34] represents a significant leap forward, showcasing remarkable pro-
ficiency in a variety of 2D understanding tasks. Building on this advancement,
extending these capabilities to the 3D realm seems a natural progression. This in-
volves integrating 3D data into LLMs or Large Vision Language Models (VLMs)
through fine-tuning [22,32] and enabling the models to process 3D data formats
directly. By leveraging their extensive prior knowledge, these LLMs/VLMs are
poised to significantly enhance 3D understanding in open-world scenarios [3].

However, collecting a large quantity of 3D data is a rather challenging task,
which requires specialized equipment like depth cameras [23] or LiDAR sen-
sors [28], along with sophisticated reconstruction algorithms [14,48]. Annotating
the 3D data with textual descriptions can be much more difficult and labor-
intensive compared to the 2D counterpart. Moreover, the diversity of publicly
available 3D data is severely limited, with existing datasets often confined to
CAD models [24,47], indoor environments [15], and autonomous driving scenar-
ios [6, 19]. Such issues motivate us to rethink the potential solutions toward 3D
understanding with large foundation models.

Formally, in this work, we explore an alternative approach for developing a
3D-aware intelligent assistant. Contrary to the common practice of fine-tuning
LLMs/VLMs on 3D data and text pairs, we introduce Agent3D-Zero, an agent
framework for VLMs addressing the 3D scene understanding in a zero-shot man-
ner. Our approach draws inspiration from the human cognitive ability to compre-
hend the real world without the need for explicit 3D reconstruction, but observe
the 3D scenario from multiviews. Humans, for example, can intuitively under-
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stand the spatial relationships among objects through visual perception, even
without precise measurements of distance.

By consolidating this idea, Agent3D-Zero utilizes multiple images from
diverse viewpoints, enabling VLMs, such as GPT-4V [37], to perform robust
reasoning and achieve a reliable understanding of spatial relationships between
objects. This approach allows Agent3D-Zero to perceive the 3D world using
the extensive knowledge embedded in pre-trained VLMs, thereby achieving zero-
shot scene understanding.

Furthermore, Agent3D-Zero is designed to actively select subsequent view-
points for observing and reasoning about spatial information across multiple
images. While introducing multiple viewpoints enriches scene comprehension, it
simultaneously imposes substantial memory and processing demands on current
VLMs. To address this, we propose a novel visual prompting technique termed
Set-of-Line Prompting (SoLP). By employing bird’s-eye view images, we de-
lineate the scene’s boundaries and superimpose a Cartesian coordinate system
equipped with uniform grid lines and directional markers. This straightforward
yet effective strategy significantly enhances the VLM’s capability to understand
3D spatial concepts.

We demonstrate the effectiveness of Agent3D-Zero in various 3D reasoning
and perception tasks. In the 3D Question Answering task, our approach surpasses
all related works in the ScanQA dataset, even without the use of annotated data
for training or fine-tuning. Additionally, as a zero-shot method, Agent3D-Zero

gets advantages over the previous fine-tuning method in task decomposition and
3D-assisted dialog tasks. Our contributions can be summarized as follows:

– We pioneer the design of Agent3D-Zero, a 3D-aware Agent for scene un-
derstanding, which excels in zero-shot learning using only images, thereby
eliminating the dependence on explicit 3D data structures such as point
clouds or meshes.

– We develop a comprehensive framework for proactive perception in agents,
enabling the VLM to identify location and direction through inherent rea-
soning capabilities.

– Agent3D-Zero demonstrates exceptional performance across a range of
tasks and multitasking scenarios, outperforming existing methodologies in
experiments involving the ScanQA dataset, 3D-assisted dialogue, and zero-
shot 3D segmentation.

2 Related Work

LLMs have shown remarkable potential in advancing artificial intelligence, demon-
strating their effectiveness in various assessments [12,13,38,52]. Initially limited
to processing textual information, there has been a significant shift towards
Multi-modal Large Language Models (MLLMs) to overcome these constraints
by integrating multi-modal inputs. This discussion outlines the transition from
2D to 3D scene understanding within MLLMs, providing a foundation for ex-
ploring advancements in multimodal learning.
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2.1 MLLM for 2D Scene Understanding

The application of MLLMs for 2D scene understanding [1, 9–11, 20, 27, 27, 30,
31, 34, 37, 40] forms a critical foundation for our method, which utilizes VLMs
to comprehend the 3D world in a zero-shot manner. As a precursor to our ap-
proach, insights into the operational mechanisms of VLMs offer valuable lessons.
To establish a foundational model capable of interpreting 2D vision, researchers
have pursued two distinct paradigms: training from scratch using internet-scale
text-image pairs, exemplified by models such as CLIP [40] by OpenAI, BLIP se-
ries [30,31] by Facebook AI, and ViLT [27] by Google; and fine-tuning existing
LLMs with additional 2D vision data, as seen in models like GPT-4V [37] and
LLava [34]. The former approach fosters a deeper, more intrinsic understanding
of visual-textual relationships, whereas the latter is more cost-effective and often
yields superior general performance. Leveraging these insights from LLMs and
VLMs, the research community has extensively explored various applications
and achievements of VLMs in 2D scene understanding, including image caption-
ing [29–31], visual question answering [2,43], semantic segmentation [42,49], and
zero-shot classification tasks [35,46].

2.2 MLLM for 3D Scene Understanding

Extending LLMs to 3D scene understanding marks a significant shift beyond
traditional 2D analyses, embracing the complexity of our three-dimensional envi-
ronment. Initial efforts focused on recognizing single 3D objects [46]. Meanwhile,
Models like Chat-3D [45] and SpatialVLM [7] enhance spatial understanding in a
single image through innovative techniques. Recent advancements [7,22,25,32,45]
have adapted LLMs and VLMs for more comprehensive 3D spatial comprehen-
sion. 3D-LLM [22] pioneers the incorporation of 3D worlds into LLMs by training
perceivers to interpret reconstructed 3D features. Similarly, 3DMIT [32] focuses
on refining the integration of 3D spatial data into LLMs through dedicated scene
and object projectors. However, these approaches are limited by the unavailabil-
ity of 3D scene data, restricting the scope of 3D understanding compared to
the extensive resources available for 2D analysis. Our method diverges by using
VLMs to perform 3D tasks in a zero-shot manner, getting rid of the labor-
intensive 3D data collection and giving an elegant receipt of interpreting and
understanding complicated 3D scenes with actively selected 2D inputs.

3 Method

3.1 Overview

Agent3D-Zero presents a novel agent framework that utilizes VLMs for 3D scene
understanding in a zero-shot manner. An overview is illustrated in Figure 2. The
process initiates with a bird’s-eye view (BEV) image Ib derived from a given 3D
mesh M . The selection of Ib serves a critical purpose: it provides a comprehensive
layout of the scene, which is instrumental in planning the camera viewpoints that
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Here is the bev image of a bed room. 
With limited in 18 camera poses to 
observe the 3D scene and objects in it, 
give me the best choice.

User Request

Here is the BEV image of a bed room. With 
limited in 18 camera poses to observe the 
3D scene and objects in it, give me the 
best choice.

3D Semantic Segmentation

Describe the scene.

These images describe a bed 
room, which has a small 
bathroom with a toilet and a 
bath-hub. There is a pink bed 
in the corner and a book shelf 
next to it…

3D Scene Caption3D Question Answering

How many chairs in this scene?

Two.

What’s in the table?

A laptop and a screen.

Fig. 2: System Overview of Agent3D-Zero. The upper segment illustrates our
viewpoints-selection progress. We initiate the process by overlaying grid lines and tick
marks on the BEV images, constituting the prompt along with a scene type description.
This prompt guides the VLM to retrieve camera poses for images observing the 3D
scene. The lower section demonstrates the versatility of Agent3D-Zero, showcasing its
proficiency in addressing various 3D reasoning and perception tasks through strategic
prompting and tool utilization.

are crucial for a thorough scene analysis. Given Ib and the camera intrinsic metric
K, we aim to strategically plan N camera viewpoints. These are defined by the
extrinsic matrix T = {(R, t)i|i 2 [1, N ]}, with R denoting a 3x3 rotation matrix
for the camera’s orientation and t a translation vector [x, y, z] for its position.
The x and y are predicted by the VLM, while z is set as the average height. For
the rotation matrix, we set pitch and roll angles as 0, and discretize azimuth to
four directions [0, ⇡

2 , ⇡, 3⇡
2 ]. This is formalized as:

T = VLM(Ib, Pb), (1)

where P represents the textual prompt guiding the VLM. The structured prompt
communicates the goal and specific requirements, such as:

Given a bird’s-eye view of a scene, please provide N pictures to comprehen-
sively understand the scene...
Could you suggest camera positions and orientations for each shot?

Upon determining the camera extrinsic matrix T , new images I = {Ii|i 2
[1, N ]} are rendered from the 3D mesh:

Ii = ⇡(Ri, ti,K,M), (2)

where ⇡ represents the rendering process. Subsequently, VLMs analyze images
from these selected viewpoints, synthesizing insights for a coherent scene inter-



6 S. Zhang et al.

pretation. This empowers the agent with a detailed understanding of the scene,
enabling it to tackle diverse scene-understanding tasks. With a task-specific
prompt Pt, Agent3D-Zero can query the VLM to address specific questions:

At = VLM(I, Pt), (3)

where A symbolizes the answer to the question.
In practice, instead of directly asking the model to output N camera posi-

tions, we make the VLM iteratively output N 0 each time, enabling the VLM to
select the viewpoint with previous experiences.

Regrettably, when relying on raw BEV image inputs, the VLM struggles
to generate meaningful viewpoints due to inherent limitations in distance mea-
surement. To address this challenge, we propose a visual prompt, the Set-of-Line
Prompting (SoLP) technique based on BEV images. Subsequent section 3.2 elab-
orates on the concept and application of SoLP. This is followed by a detailed
exploration of Agent3D-Zero’s capabilities in zero-shot 3D scene understanding,
focusing on its reasoning (section 3.3) and perception (section 3.4) skills.

3.2 Set-of-Line Prompting

Recognizing the challenge of precise location determination faced by VLMs, we
introduce SoLP as an innovative solution to improve the VLMs’ understand-
ing of mathematical and spatial concepts. Traditional prompt engineering fo-
cuses on textural inputs for LLMs. However, our approach aims to adopt similar
methodologies for visual inputs, enhancing the VLMs’ planning and localization
capabilities. Given that VLMs primarily produce textual outputs, the auxiliary
visual prompts added to input images must be both interpretable by the models
and describable in textual form.

Drawing inspiration from how humans interpret maps, where longitude and
latitude are used to specify locations on a spherical surface and the Cartesian
coordinate system represents points in a plane, we devised SoLP. This method
involves superimposing grid lines and tick marks onto a BEV image, transform-
ing the original image Ib into a prompted image Ipb . Consequently, the process
described in Equation 1 and 3 is refined as shown in Equation 4 and 5:

T = VLM(Ipb , P
p
b ), (4)

At = VLM(I, P p
t ), (5)

where P p
t represents the text prompt paired with the proposed SoLP.

SoLP not only aids in enhancing the VLM’s comprehension of the scene’s
geometric aspects but also enables the generation of more precise camera poses.
While directly determining T poses a significant challenge for VLMs, the in-
troduction of SoLP facilitates this process by incorporating additional output
format controls. This allows for the specification of camera positions as grid
points within the image (e.g., (0, 0)) and orientations from a predefined set of
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directions [‘left’, ‘right’, ‘front’, ‘back’], simplifying the VLM’s task. Compared
with Pt, P p

t has additional format control sentences:

% Output format control
The position can be present as the grid point in the picture, like (0, 0). The
orientations can be chosen from [‘left’, ‘right’, ‘front’, ‘back’].

Upon acquiring the camera poses T , we can render the corresponding images
I = {Ii|i 2 [1, N ]} within the 3D scene, setting the stage for subsequent analyses
and evaluations.

3.3 Exploration of 3D Reasoning Capabilities

Upon processing the scene images, Agent3D-Zero empowers VLMs to assimilate
comprehensive information about the scene, thereby equipping the model to
tackle a wide array of downstream tasks, including question answering (QA),
caption generation, and dialogues. As indicated by the framework outlined in
Equation 3, Agent3D-Zero adapts to diverse tasks by employing specific task-
oriented prompts Pt. An illustrative prompt Pt is provided below to demonstrate
how Agent3D-Zero can guide VLMs in understanding a 3D scene through images
from varied viewpoints and subsequently respond to a series of queries:

% Task prompt
Understand a 3D scene without direct access to the point clouds but only
images from different viewpoints. Later, I’ll ask you a series of questions
about the scene, and I’d like your responses one-by-one with correspondence
number, in the order the questions are presented. Please keep each response
short and clear.
Examples: questions: [1. How many chairs are around the table? 2. what’s
the color of the table? 3. Where is the beige wooden working table placed?
4. What is in the corner of the bath? ].
Answers: [1. 3 2. Brown 3. right of tall cabinet 4. shower]

Similar to a 3D-LLM [22], Agent3D-Zero boasts the capability to execute
various downstream tasks using a singular model framework. This is a departure
from most prior approaches, which typically specialize in a single aspect of 3D
reasoning. This highlights the general applicability and adaptability of Agent3D-
Zero, showcasing its potential to serve as a versatile tool for 3D scene analysis
and understanding.

3.4 Exploration of 3D Perception Capabilities

Agent3D-Zero distinguishes itself not only through its proficiency in language-
centric 3D tasks but also by adeptly handling conventional perception tasks, such
as 3D semantic segmentation. Although Agent3D-Zero does not possess inherent
perception abilities, it functions as an agent that effectively utilizes a variety of
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vision tools to enhance its recognition capabilities. We define the tool function
as f , the per-view perception results as Resi. This process can be formalized as:

Resi = VLM(Ii, Pf , f), (6)

Taking the 3D semantic segmentation task as an illustrative example, our
approach unfolds in two primary steps. The first step involves performing 2D
semantic segmentation on each image selected for analysis. Second, with the aid
of depth information, the 2D segmented results are back-projected into 3D point
clouds to construct a comprehensive 3D semantic map.

Inspired by the Set-of-Mark (SoM) method [50], Agent3D-Zero utilizes a
Segment Anything Model (SAM) to segment the imagery into distinct regions
initially without semantic labels. This segmentation facilitates the arrangement
of the regions within each image, which, in turn, aids the VLM in assigning accu-
rate semantic labels to each region. By annotating every selected image with se-
mantic labels and then employing backprojection and concatenation techniques,
Agent3D-Zero successfully accomplishes 3D semantic segmentation.

4 Experiment

4.1 Datasets and Metrics

We conduct experiments on the ScanQA dataset [3] and Scannet v2 dataset [15]
to evaluate the performance of 3DQA and semantic segmentation, respectively.
Moreover, we follow the practice of 3D-LLM [22] to separate the scene dataset
to evaluate the other 3D reasoning tasks.
ScanQA [3]: This dataset comprises over 40,000 human-annotated question-
and-answer pairs, with each pair grounded within the objects of 800 indoor 3D
scenes from the ScanNet dataset. Our experiments are conducted exclusively on
the evaluation and test subsets of this dataset.
ScanNet v2 [15]: ScanNet v2 is an extensive collection of 1,513 indoor scenes,
meticulously annotated and equipped with multi-view RGB-D images alongside
reconstructed meshes. For the task of semantic segmentation, this dataset offers
20 distinct classes of annotated 3D objects.
3D-LLM held-in dataset [22]: To compare our method with the most related
work (i.e. 3D-LLM [22]), we follow it to evaluate the performance in 3D-assisted
dialogue and task decomposition. This dataset contains 300k 3D-language pairs
conducted by the data-generation pipeline in 3D-LLM, which is based on Scan-
net [15], Habitat-Matterport [41], and Objaverse [16].
Evaulation metrics: We employ a suite of metrics to quantitatively eval-
uate the performance on language-related 3D reasoning tasks. These include
BLEU [39], ROUGE-L [33], METEOR [4], and CIDEr [44], which collectively
assess the quality of generated textual responses. METEOR, ROUGE-L, and
CIDEr are designed to capture meaning and semantic coherence, often reward-
ing answers that are thematically consistent and informative, even if they diverge
in exact wording. On the other hand, BLEU and EM metrics focus heavily on
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Table 1: Performance comparison on the ScanQA validation set. ‘Two-stage’
means the models use explicit object representations. ‘Fine-tune’ means extra training.
Our proposed Agent3D-Zero is training-free.

B-1 B-4 METEOR ROUGE-L CIDEr EM

Two-stage
VoteNet+MCAN 28.0 6.2 11.4 29.8 54.7 17.3
ScanRefer+MCAN 26.9 7.9 11.5 30 55.4 18.6
ScanQA 30.2 10.1 13.1 33.3 64.9 21.0

Fine-tune

flamingo-SingleImage 23.8 8.5 10.7 29.6 52 16.9
flamingo-MultiView 25.6 8.4 11.3 31.1 55 18.8
BLIP2-flant5-SingleImage 28.6 5.1 10.6 25.8 42.6 13.3
BLIP2-flant5-MultiView 29.7 5.9 11.3 26.6 45.7 13.6
3D-LLM (flamingo) 30.3 7.2 12.2 32.3 59.2 20.4
3D-LLM (BLIP2-opt) 35.9 9.4 13.8 34.0 63.8 19.3
3D-LLM (BLIP2-flant5) 39.3 12.0 14.5 35.7 69.4 20.5

Zero-Shot
LLaVA-SingleImage 7.1 0.3 10.5 12.3 5.7 0.0
Agent3D-Zero (random) 16.4 2.1 12.2 26.9 40.0 4.9
Agent3D-Zero (selected) 28.6 4.4 16.0 37.0 71.8 17.5

Table 2: Performance comparison on the ScanQA test set. B-1, B-4 denote
BLEU-1, BLEU-4 respectively. Our model outperforms all related models and the
baseline model for evaluation metrics METEOR, ROUGE-L, and CIDEr.

B-1 B-4 METEOR ROUGE-L CIDEr EM

Two-stage

SingleImage+MCAN 16.5 0.0 8.4 21.5 38.6 15.8
VoteNet+MCAN* 29.5 6.0 12.0 30.9 58.2 19.7
ScanRefer+MCAN* 27.9 7.5 11.9 30.7 57.4 20.6
ScanQA* 31.6 12.0 13.5 34.3 67.3 23.5

Fine-tune
3D-LLM (flamingo) 32.6 8.4 13.5 34.8 65.6 23.2
3D-LLM (BLIP2-opt) 37.3 10.7 14.3 34.5 67.1 19.1
3D-LLM (BLIP2-flant5) 38.3 11.6 14.9 35.3 69.6 19.1

Zero-Shot Agent3D-Zero 31.4 5.1 16.9 39.3 77.5 21.3

n-gram precision, rewarding exact matches between the predicted and reference
sequences. For 3D Semantic Segmentation, Mean IoU (MIoU) serves as our pri-
mary metric, offering a comprehensive measure of segmentation accuracy.

4.2 Compared Methods

To evaluate the effectiveness of Agent3D-Zero, we compare it with existing meth-
ods across several dimensions: Two-stage, Finetune, and Zero-Shot types.
Two-stage methods: These approaches, including combinations like VoteNet
[18]+MCAN [51], ScanRefer [8]+MCAN [51], and ScanQA [3], first recognize
objects in the 3D scene, then integrate language information to address Scan
Question Answering tasks.
Finetune methods: Following the fine-tuning paradigm [22], this category in-
cludes models like flamingo [1] and BLIP2-flant5 [13,30]. They train a perceiver
to adapt LLM/VLMs to comprehend reconstructed 3D representations through
a three-step process: encoding in 2D/3D, fine-tuning perceivers to align features
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with VLMs, and producing language-based answers. The inputs for these per-
ceivers vary, being single-image, multi-view, or reconstructed 3D features.
Zero-Shot methods: These methods, such as LLaVA [34] and our Agent3D-
Zero, utilize VLMs to understand 3D scenes without any additional training. In
all experiments, we utilize GPT4-V [37] as the VLM in Agent3D-Zero.

4.3 Zero-shot Performance

ScanQA. In the 3D-QA task, models must utilize visual data from comprehen-
sive RGB-D indoor scans to answer textual queries about the 3D scene. Unlike
conventional 2D-QA, models face challenges in spatial understanding and object
identification from textual descriptions in 3D contexts.

Evaluation results (Table 1) reveal that, despite its zero-shot operation,
Agent3D-Zero demonstrates competitive performance against other methods.
Notably, with iteratively selected image inputs, Agent3D-Zero outperforms pre-
vious benchmarks with scores of 16.0 vs 14.5 in METEOR, 37.0 vs 35.7 in
ROUGE-L, and 71.8 vs 69.4 in CIDEr. However, it does not lead in EM or
BLEU metrics, which prioritize n-gram precision. This discrepancy highlights
the limitation of these metrics in evaluating the nuanced understanding and
flexibility of zero-shot methods. Metrics like METEOR, ROUGE-L, and CIDEr
are better suited for appreciating diverse expressions and capturing the essence
of responses, as they do not solely reward exact matches.

Furthermore, Table 2 highlights Agent3D-Zero’s superior performance in
most metrics compared to previous methods (77.5 in CIDEr, 39.3 in ROUGE-L,
and 16.8 in METEOR), indicating its robust capability in 3D QA.
3D-assisted dialog. 3D-assisted dialog systems incorporate spatial awareness
to enhance conversational interactions. According to results (Table 3), Agent3D-
Zero matches or exceeds former methods in key metrics like ROUGE-L and
METEOR, reaffirming its capability in nuanced conversational contexts. BLEU
metrics are discussed in the previous ScanQA analysis.
3D scene caption. 3D captioning requires a holistic scene understanding, ex-
tending beyond mere image analysis to comprehend spatial arrangements and
object interactions. As the validation set for 3d scene captioning in the 3D-LLM
held-in dataset only focuses on single 3d objects, we randomly select 51 scenes
from the train set in the 3D-LLM held-in dataset to evaluate Agent3D-Zero’s
3d scene caption ability. The results are presented in Table 3. Agent3D-Zero’s
performance is comparable to the baseline method, indicating its potential to
generate descriptive captions of scenes.
Task decomposition. Task decomposition involves breaking down a task into
subtasks based on the 3D scene’s spatial relationships. Agent3D-Zero shows
competitive performance in zero-shot style (Table 3), underscoring its ability to
leverage spatial information effectively.
3D semantic segmentation. 3D semantic segmentation, a cornerstone for un-
derstanding environments, involves assigning semantic labels to each 3D point in
a scene. Our investigation employs VLMs for zero-shot segmentation, showcasing
the potential of VLMs to navigate this task without extensive labeled data.
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Table 3: Performance comparison on the Held-In Dataset, which is introduced
in 3D-LLM [22]. Our zero-shot method outperforms related methods.

Tasks Models BLEU-1 BLEU-4 METEOR ROUGE-L

3D-assisted Dialog

flant5 27.4 8.7 9.5 27.5
flamingo-SingleImage 29.4 9.4 10.0 26.8
flamingo-MultiView 30.6 9.1 10.4 27.9
BLIP2-flant5-SingleImage 28.4 9.1 10.2 27.4
BLIP2-flant5-MultiView 32.4 9.5 11.0 29.5
3D-LLM (flamingo) 35.0 10.6 16.0 34.2
3D-LLM (BLIP2-opt) 39.6 16.2 18.4 38.6
3D-LLM (BLIP2-flant5) 39.0 16.6 18.9 39.3
Agent3D-Zero (random) 26.9 7.1 17.2 30.9
Agent3D-Zero (selected) 32.8 9.8 19.3 39.3

Task Decomposition

flant5 25.5 6.0 13.9 28.4
flamingo-SingleImage 31.4 7.1 15.6 30.6
flamingo-MultiView 33.1 7.3 16.1 33.2
BLIP2-flant5-SingleImage 32.2 6.9 15.0 31.0
BLIP2-flant5-MultiView 33.1 6.9 15.5 34.0
3D-LLM (flamingo) 32.9 6.4 16.0 33.5
3D-LLM (BLIP2-opt) 34.1 7.6 16.5 35.4
3D-LLM (BLIP2-flant5) 33.9 7.4 15.9 37.8
Agent3D-Zero (random) 33.8 6.7 16.7 36.6
Agent3D-Zero (selected) 42.0 15.5 22.9 45.1

3D Captioning Agent3D-Zero (random) 26.1 1.0 13.9 14.3
Agent3D-Zero (selected) 29.5 7.2 15.9 16.1

Our approach yielded a mIoU of 5.6 using randomly selected images. By it-
eratively refining viewpoint selection, we improved the mIoU to 8.7, highlighting
the importance of strategic view selection in enhancing zero-shot segmentation
performance.

While our zero-shot method does not yet rival the accuracy of traditional
3D semantic segmentation techniques, it illustrates the untapped potential of
leveraging VLMs for complex 3D perception challenges. This work not only
demonstrates the adaptability of language models to perception tasks but also
opens new research avenues in integrating linguistic and visual understanding.

4.4 Qualitative Results

This section showcases two qualitative examples that highlight the efficacy and
versatility of the proposed Agent3D-Zero in addressing complex scenarios.
Qualitative result for 3D reasoning. Our first case study focuses on ScanQA,
as illustrated in Figure 3. This example vividly demonstrates Agent3D-Zero’s
ability to accurately identify and describe objects and their relationships within
3D environments. Through intelligent scene analysis based on selected images,
Agent3D-Zero excels in synthesizing information from multiple objects to provide
precise 3D scene captions, highlighting its advanced 3D reasoning capabilities.
Additionally, Agent3D-Zero can decompose tasks in specific environments with
minimal supplementary information. Further details and results are available in
the supplementary materials.
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3D Scene Caption: The scene is a compact and utilitarian kitchen space. The kitchen is equipped with essential 
appliances including a white refrigerator with a top freezer compartment, and a white electric range oven with 
coil burners and control knobs at the front. There is a corner kitchen counter that provides a modest amount of 
workspace, flanked on one side by the range and on the other by a stainless steel sink with a faucet. Above the 
counter, there are white cabinets offering storage for kitchen essentials. One cabinet has a built-in microwave 
nook above the range. The adjacent wall has a set of drawers and additional under-counter storage. Flooring 
transitions are visible from carpet to a more wipe-clean surface. Overall, the kitchen is modest but seems well-
organized.

{"question": " I want to prepare a meal in the kitchen. I have done these 
things: 1. go to the kitchen area 2. open the kitchen cabinets 3. take out 
ingredients and utensils from the kitchen cabinets 4. go to the 
refrigerator 5. open the refrigerator 6. take out necessary items from the 
refrigerator 7. go to the kitchen counter 8. wash vegetables and prepare 
them on the kitchen counter 9. go to the sink 10. wash hands in the sink 11. 
go to the stove 12. turn on the stove 13. cook the meal on the stove 14. 
turn off the stove 15. go to the table . What should I do next? ", 
"answers": ["set the table with utensils and plates "], "scene_id": 
"scene0651_01", "path": 
"/gpfs/u/home/LMCG/LMCGnngn/scratch/gradslam/examples/voxelized_features_sa
m_nonzero_preprocess/scene0651_01.pt"}

Task Decomposition: prepare a meal in the kitchen

1. go to the kitchen area
2. open the kitchen cabinets 
3. take out ingredients and utensils from the 
kitchen cabinets 
4. go to the refrigerator 
5. open the refrigerator 
6. take out items from the refrigerator 
7. go to the kitchen counter 

8. wash vegetables and prepare them on counter 
9. go to the sink 
10. wash hands in the sink 
11. go to the stove
12. turn on the stove 
13. cook the meal on the stove 
14. turn off the stove 
15. go to the table

a) 3D Scan of a kitchen b) Selected images

Fig. 3: Visualization of 3D Scene Caption and Task Decomposition of
Agent3D-Zero. The top part presents the raw 3D scan and some of the images
selected from different viewpoints. We show examples of 3D Scene Caption and Task
Decomposition at the bottom.

Qualitative result for real-world navigation. A compelling application of
Agent3D-Zero is its utility in real-world navigation tasks. In this case study,
we explore a scenario involving the navigation towards a printer located in a
typical office setting. Uniquely, for this experiment, we forgo the initial BEV im-
age input, challenging Agent3D-Zero to iteratively engage with its surroundings
to determine optimal viewpoints for progression. Although the office overview
(depicted in the upper part of Figure 4) is not directly fed into Agent3D-Zero,
it serves as a context for understanding the complexity of the navigation task,
with the printer situated in the southeast direction amidst numerous obstacles.

Agent3D-Zero adeptly navigates this environment by making informed deci-
sions at each juncture, incorporating historical data to look around and select
the most promising path forward. This process exemplifies the system’s capacity
to not only circumnavigate obstacles efficiently but also to successfully identify
and reach the target destination, all while recognizing essential objects like the
printer. The VLM thus demonstrates a profound ability to explore and interact
with an open-set world, leveraging solely image-based observations to understand
and act within complex 3D scenes, as shown in Figure 4.
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Printer

W

E

S N
Please bring me the document printed on the 

printer in the southeast corner.

Go east.

Since the printer is in the 
southeast and there is no 
printer in the east, go 
south. 

Keep going south

There is no printer in the 
south direction. Go east 
next.

Observation of environment: west, east, north, and south Instruction of Action

Bingo! Find the printer. It is 
in the south corner.

Fig. 4: Visualization of navigation in real world. The top section introduces the
navigation task and provides an overview of an office setting. Subsequent rows feature
observations of the environment, with GPT-4v-generated instructions on the right.
The visualization concludes with the VLM successfully locating the printer, thereby
accomplishing the task in an unfamiliar environment.

4.5 Ablation Study

In this section, we present an ablation study designed to evaluate the influence of
varying grid line prompts on the selection of camera poses, subsequently affecting
the VLMs’ capacity for 3D scene understanding. Specifically, we randomly select
a subset comprising 20% of the scenes from the ScanQA validation dataset as
the basis for our investigation, focusing on the 3D question answering task.
Effect of viewpoints number. Our investigation into the influence of observa-
tion views on the performance of our system, herein referred to as Agent3D-Zero,
is meticulously documented in Table 4. This analysis prompts the VLM to in-
terpret 3D scenes using selections of 6, 12, and 24 images, with the choice in
image count being constrained by the computational capabilities of the VLM.
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Table 4: Effect of the number of viewpoints on 3D QA. This experiment is
evaluated on the validation set of ScanQA dataset.

# Viewpoints BLEU-1 METEOR ROUHE-L CIDEr EM
6 17.1 12.8 28.4 50.8 13.1
12 23.3 15.0 35.3 67.9 16.9
24 34.1 16.5 40.3 82.0 21.1

Table 5: Effect of the density of lines in Set-of-Line prompt on 3D QA. Here,
“-” indicates the GPT-4V fails to output the results.

Line density BLEU-1 METEOR ROUGE-L CIDEr EM
0x0 - - - - -
4x4 23.2 14.2 34.0 66.0 16.9
8x8 34.1 16.5 40.3 82.0 21.1

16x16 - - - - -

Our findings indicate a direct correlation between the number of images and
the performance outcome, where an increase in image count leads to notably
enhanced results. This trend underscores the potential of augmenting input im-
agery to significantly improve the efficacy of our proposed approach.
Effect of line density. We further investigate the role of line density within
the Set-of-Line prompts utilized by Agent3D-Zero, with results detailed in Ta-
ble 5. The application of line density is subject to the recognition abilities of the
VLMs, imposing a practical limit to the density achievable (16x16). Despite this
constraint, our results demonstrate that a higher density of auxiliary lines cor-
relates with more precise 3D scene comprehension. The absence of dense visual
prompts (0x0) significantly hampers the VLMs’ ability to accurately determine
camera poses, highlighting a notable limitation in the current capabilities of
Agent3D-Zero for precise and mathematical pose estimation.

5 Conclusion

In this work, we introduce Agent3D-Zero, a pioneering framework that utilizes
Vision-Language Models for zero-shot understanding and interaction within 3D
environments. Through the strategic selection of diverse observational viewpoints
and the incorporation of custom-designed visual prompts, Agent3D-Zero facil-
itates a nuanced and integrated perception of 3D scenes. Our experiments un-
derscore the transformative potential of VLMs in redefining 3D scene analysis,
emphasizing the effectiveness of multi-viewpoint synthesis and visual prompts
in augmenting model capabilities. This advancement propels us towards the re-
alization of intelligent systems proficient in comprehending and navigating the
real world akin to human interaction.
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