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Abstract. This paper introduces the Stream Query Denoising (SQD)
strategy, a novel and general approach for high-definition map (HD-map)
construction. SQD is designed to improve the modeling capability of map
elements by learning temporal consistency. Specifically, SQD involves
the process of denoising the queries, which are generated by the noised
ground truth of the previous frame. This process aims to reconstruct the
ground truth of the current frame during training. Our method can be
applied to both static and temporal methods, showing the great effec-
tiveness of SQD strategy. Extensive experiments on nuScenes and Argov-
erse2 show that our framework achieves superior performance, compared
to other existing methods across all settings. Code will be available here.
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1 Introduction

The High-Definition Map (HD-map) serves the crucial purpose of furnishing
centimeter-level location information for map elements and plays a pivotal role
in various applications within autonomous driving, including localization [6, 23,
32,33,35,38] and navigation [1,2,11]. Traditionally, the construction of HD-map
is conducted offline through SLAM-based methods [30, 40], which is both time-
consuming and labor-intensive. Recent research endeavors have shifted towards
the construction of local maps within a predetermined range using onboard sen-
sors. Although many existing works frame map construction as a semantic seg-
mentation task [17, 24, 27, 29, 41], rasterized representations in such approaches
exhibit redundant information, lack structural relationships between map ele-
ments, and often require extensive post-processing efforts [17]. In response to
these limitations, MapTR [19] adopts an end-to-end approach to construct vec-
torized maps, akin to the DETR paradigm [4,5, 21,42].
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Fig. 1: (a) shows the ground truth of previous frame t − 1. (b) is the warp result of
(a) to current frame t, using ego motion. (c) is the ground truth of current frame.

Nevertheless, the aforementioned methods overlook the incorporation of tem-
poral information. The efficacy of propagating sparse queries (hidden states)
from the previous frame to the current frame has been demonstrated in tempo-
ral multi-view 3D object detection [20,31]. While recent approaches grounded in
vectorized representations share a similar paradigm with object detection, the
direct application of the previous temporal methods is not warranted due to in-
herent modeling variability between curves and bounding boxes. In the context
of object detection, determining the speed of the ego and surrounding objects
enables the prediction of their positions at the next timestamp. This stands
in contrast to scenarios involving lines, where changes over time result in new
parts appearing and old parts detaching from the line, presenting a distinctive
challenge not encountered in object detection.

Suppose the model’s predictions at the preceding moment precisely match the
ground truth, and this valuable information is propagated to the current moment
for improved initialization. Owing to ego-motion, the predictions must undergo
transformation based on the matrix representing the transition between two
frames. Fig. 1 (a) and (b) illustrate the curves before and after transformation,
respectively, and the purple segment in (b) shows that a number of different
points are transformed to almost the same position due to alterations in the
perceptual range between the two frames. As shown in Fig. 1 (b) and (c), points
within the orange dotted box must assimilate different biases despite originating
from nearly the same boundary. At the same time, the gray dotted box signifies
the newly added part of the curve, necessitating all points along the entire line
to acquire distinct offsets to accommodate the curve’s growth. Therefore, the
learning of temporal information can be viewed as a denoising process. Explicitly
teaching a network to grasp such intricate and diverse changes poses a challenge,
and the temporal learning process runs counter to conventional training.

The alignment of curves between frames is the main difficulty in tempo-
ral learning of HD-Map. To address the above challenges, we propose a novel
approach called Stream Query Denoising (SQD) for HD-map construction. As
illustrated in Fig. 2 (a), our SQD strategy, which served as an auxiliary supervi-
sion, is designed to learn the temporal consistency among map elements during
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Fig. 2: (a) The diagram of stream query denoising during the training process. (b) The
inference pipeline excludes the SQD without introducing extra computation costs.

training. SQD involves the process of denoising the queries Qnoise, which are
generated by the noised ground-truth of the previous frame Gt−1. This process
aims to reconstruct the ground truth of current frame Gt. During inference, the
SQD process can be removed from the basis framework, without introducing
any extra computation cost (see Fig. 2 (b)). The SQD strategy consists of two
main components. First, we incorporate adaptive temporal matching to estab-
lish an explicit one-to-one correspondence between historical ground truths and
current ones. Second, we introduce dynamic curve noising to dynamically decay
the noise of the curves, considering the inherent stream noise.

In summary, the primary contributions of this paper are outlined as follows:

• We propose stream query denoising (SQD) to learn the temporal consistency
of map elements for HD-map construction.

• The proposed SQD is a general strategy, especially bringing great perfor-
mance improvements for temporal approaches.

• StreamMapNet with SQD showcases notable superiority over state-of-the-art
methods on existing benchmarks.

2 Related Works

2.1 Online Static Vectorized HD-Map Construction

There has been a surge of interest in leveraging onboard sensors for the con-
struction of vectorized local HD-maps. HDMapNet [17] employs a semantic map
prediction approach, followed by the aggregation of pixel-wise segmentation re-
sults through post-processing. In an effort to mitigate redundant information
and alleviate the need for time-consuming post-processing, VectorMapNet [22]
introduces a refinement step for map elements using an auto-regressive trans-
former. MapTR [19] adopts hierarchical queries and a fixed number of points
to represent the map, while BeMapNet [28] utilizes piecewise Bezier curves to
model map elements. Additionally, PivotNet [8] presents a map construction
method based on pivot-based representations.
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2.2 Temporal Camera-based Perception

The significance of temporal information is paramount, especially in intricate
scenarios involving long distances, occlusion. Notably, the utilization of tempo-
ral information has been a focal point in the domain of camera-based 3D object
detection. Approaches such as BEVDet4D [13] and BEVFormer v2 [36] adopt
the strategy of stacking features from multiple historical frames and processing
them in a single forward pass. However, this method incurs substantial compu-
tational costs and imposes limitations on the number of historical frames that
can be effectively utilized. In contrast, VideoBEV [10] incorporates a recurrent
long-term fusion module to sequentially fuse BEV features in a video stream.
StreamPETR [31] and Sparse4D v2 [20] introduce the streaming queries strat-
egy to propagate temporal information. Notably, StreamMapNet [37] extends
this core idea to the construction of HD-Map by applying streaming queries and
streaming BEV features.

2.3 Query Denoising

DN-DETR [15] pioneers the utilization of query denoising to address the in-
stability inherent in bipartite graph matching. DINO [39] extends this concept
by introducing a definition of negative samples based on DN-DETR. Further-
ing this approach, MaskDINO [16] performs object detection and segmentation
tasks concurrently. DN-MOT [9] tailors a denoising strategy to mitigate the im-
pact of occlusion in multiple object tracking. In the context of this paper, we
introduce the concept of stream query denoising for HD-map construction. To
the best of our knowledge, it is the first work that explores the effectiveness of
query denoising in temporal consistency learning for HD-map construction.

3 Preliminary

Since the proposed stream query denoising is a general technique for both static
and temporal methods, their main difference lies in the query interaction in the
transformer decoder. In this section, We mainly review the static query updating
and the stream query propagation in static and temporal methods, respectively.

3.1 Static Query Updating

One typical static method for HD map construction is MapTR [19]. It adopts
the structure of a transformer decoder in DETR [4, 42]. Specifically, each map
element is represented by a query, which encodes both semantic and geomet-
ric information. The queries Q achieve the local perception by the (deformable)
cross-attention with BEV features. The deformable cross-attention can be ex-
pressed as follows:

O, W = Offset_Embed(Q), Weight_Embed(Q), (1)

Q
′
= W ·DA(Q,P +O,FBEV ). (2)
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Fig. 3: The definition of stream noise under different cases. The dark green curves
represent the wrapped ground-truth of the previous frame t−1. The light green curves
is the ground-truth of current frame t.

Here DA(Q,X,F) denotes the deformable attention [42] operation that uses Q
as query element to collect features at location X on feature F . P is the reference
point. O and W denote the sampling offsets and sampling weights for queries.
Q

′
represents the updated queries.

3.2 Stream Query Propagation

Due to the static nature of map elements, there is a high probability that the
instance at the current moment will continue to appear at the next moment,
which means that the queries at present can provide a better reference position
for the next moment than global initialization. As the only temporal approach,
StreamMapNet [37] adopts the query propagation and performs temporal fusion.
Concretely, for query propagation, queries Qt−1 with the highest k scores from
timestep t−1 are selected and the corresponding predicted reference points Pt−1

can be obtained. Considering the movement of the ego, it utilizes the transforma-
tion matrix T between the coordinate systems of two frames before propagation.
The transformation process can be expressed as:

Q′
t = ϕt(Concat(Qt−1,Flatten(T ))) +Qt−1, (3)

P ′
t = T · Pt−1. (4)

To this end, the stream queries Q′
t and the reference point P ′

t can be propagated
to the next frame. Moreover, StreamMapNet employs a Gated Recurrent Unit [7]
(GRU) to fuse these temporal BEV features.

4 Methodology

In this section, we first introduce the definition of stream noise. Then we intro-
duce our approach: stream query denoising, which mainly includes the adaptive
temporal matching and dynamic curve noising.

4.1 Definition of Stream Noise

As shown in Fig. 3, the dark green curves indicate the ground truth of the
previous frame warped to the current frame through the ego-motion, and the
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Fig. 4: The overall framework of stream query denoising. Gt−1 is the ground-truth
of previous frame t − 1. Qmap and Qnoise are the map queries and noised queries,
respectively. Distance and index are the matched results between Gt−1 and Gt.

light green curves represent the ground truth of the current frame. It can be
seen that the position offsets within adjacent frames are different for curves
of different shapes and positions. In addition, points on a curve have different
deviations, compared to the corresponding ground truth, due to their different
positions. Therefore, the position offsets from the temporal perspective can be
regarded as the stream noise.

4.2 Stream Query Denoising

As mentioned above, there exists the stream noise in the temporal propagation
of map elements. Performing the denoising process on stream noise can help the
model learn the temporal consistency among map elements. To facilitate the
learning of temporal consistency, we propose Stream Query Denoising (SQD).
The overall architecture of our method is shown in Fig. 4. The learning of SQD
is an auxiliary supervision task, built on the HD-map construction framework
(e.g., MapTR). It first warp the ground-truth of the previous frame Gt−1 to the
current frame by ego motion. Then the warped result and the ground-truth of the
current frame Gt are input to the adaptive temporal matching module, producing
the matched results (distance and index) between Gt−1 and Gt. The matched
distance as well as the warped result are further injected to the dynamic curve
noising module to generate the noised queries Qnoise. The map queries Qmap

and Qnoise are concatenated together and input to the transformer decoder
for interaction with the BEV features. The updated noised queries are used to
reconstruct the Gt. Next, we will describe each part in detail.
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Adaptive Temporal Matching In the process of stream query denoising, we
have no access to an explicit one-to-one correspondence between previous ground
truth and current ground truth. In order to circumvent the instability associated
with bipartite graph matching, we propose Adaptive Temporal Matching (ATM).

Let {Y t−1
1 , Y t−1

2 , · · · , Y t−1
m } and {Y t

1 , Y
t
2 , · · · , Y t

n} represent the ground-truths
of previous frame and the current frame, respectively. Here, Y is composed of
a fixed number of points, and m and n denote the number of curves in the
respective ground truth. Due to the movement of the ego, the transformation
matrix T between the coordinate systems of the two frames is employed to con-
vert {Y t−1

1 , Y t−1
2 , · · · , Y t−1

m } to {Ŷ t−1
1 , Ŷ t−1

2 , · · · , Ŷ t−1
m }. For each curve in the

current frame Y t
i , we compute the Chamfer distance (CD) between it and each

instance in the previous frame. The minimum distance and its corresponding
location are preserved:

CDDir(S1, S2) =
1

S1

∑
p∈S1

min
q∈S2

||p− q||2, (5)

CDBi(S1, S2) = CDDir(S1, S2) + CDDir(S2, S1), (6)

D, idx = min
j∈[1,m]

(CDBi(Y
t
i , Ŷ

t−1
j )), (7)

where CDDir is the directional Chamfer distance and CDBi is the bi-directional
Chamfer distance; S1 and S2 are the two sets of points on the curves; idx denotes
the index closest to the curve itself and D is the minimum distance value.

Due to the inherent differences in the properties of each curve, different curves
tolerate different noises for matching. Therefore, we propose to set a unique
matching threshold for each instance. Suppose that a curve is composed of the
point set {(px1 , p

y
1), (p

x
2 , p

y
2), · · · , (pxc , pyc )}, we define the scale of the curve as:

Scale =
∑

i∈{x,y}

(max({pi1, pi2, · · · , pic})−min({pi1, pi2, · · · , pic})), (8)

where c is the number of the point set. As the scale of the curve gets larger, the
curve becomes more tolerant of matching errors. Then the matching threshold
δ is calculated as:

δ = α · Scale, (9)

where α is the degree of the tolerance.
Only when the minimum distance D in Eq. (7) is less than the matching

threshold δ of the corresponding instance in the current frame, we will assign
the instance to the current curve. Consequently, we establish the correspondence
between the temporal ground truths and the current ones through ATM. The
specific framework of ATM is shown in Fig. 5a.

Dynamic Curve Noising When transforming the ground truth of previous
frame into current frame based on ego motion, the stream noise for different in-
stances has no significant change. The small variance may easily lead the model
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to overfitting. Hence, we propose dynamic curve noising, which adds dynamic
random noise to enhance the diversity of curves. It is worth noting that perturb-
ing all ground truths equally, without considering the instance’s inherent stream
noise, is sub-optimal. To address it, we propose to dynamically decay the noise
of the curve. Specifically, after obtaining the matching results, the corresponding
minimum Chamfer distance D can also be derived from Eq. (7). Subsequently,
we define the decay rate of noise for each curve as follows:

Rdecay = 1− D

γ · Scale
, (10)

where γ is the predefined decay scale and Scale is acquired by Eq. (8).
Concretely, suppose that a curve is composed of the point set {(px1 , p

y
1), (p

x
2 , p

y
2)

, · · · , (pxc , pyc )}, and n is the number of the point set. Then we define the approx-
imate pseudo scale and pseudo center of the curve as:

L = max({px1 , px2 , · · · , pxc})−min({px1 , px2 , · · · , pxc}), (11)
W = max({py1, p

y
2, · · · , pyc})−min({py1, p

y
2, · · · , pyc}), (12)

Cx = min({px1 , px2 , · · · , pxc}) + L/2, (13)
Cy = min({py1, p

y
2, · · · , pyc}) +W/2. (14)

To illustrate, considering the original random noise scale as {∆x,∆y,∆l,∆w}
, then the final dynamic noise is represented as {∆x

′
= Rdecay · ∆x,∆y

′
=

Rdecay ·∆y,∆l
′
= Rdecay ·∆l,∆w

′
= Rdecay ·∆w}, which means that the larger

the deviation between the ground truth of the past frame and the ground truth
of the current frame, the greater the decay of the original random noise. The
final noising point set {(p̂x1 , p̂

y
1), (p̂

x
2 , p̂

y
2), · · · , (p̂xc , p̂yc )} can be calculated as:

p̂xi =
L+∆l

′

L
(pxi − Cx) +∆x

′
, (15)

p̂yi =
W +∆w

′

W
(pyi − Cy) +∆y

′
. (16)

Given a noising curve, its category and point set are denoted as cls and
{(p̂x1 , p̂

y
1), (p̂

x
2 , p̂

y
2), · · · , (p̂xc , p̂yc )}, where c is the number of points forming the

curve. A learnable embedding is set for each category and then we can acquire
the label embedding Cq ∈ RD

2 , where D is the dimension of decoder embedding.
As is shown in Fig. 5b, for the i-th point (p̂xi , p̂

y
i ), the point embedding can be

generated by
Pi = MLP(Concat(PE(p̂xi ),PE(p̂

y
i ))). (17)

where the positional encoding function PE maps a float to a vector with D
4

dimensions as: PE: R → RD
4 , and the function MLP projects a D

2 dimensional
vector into D

2 dimensions: MLP: RD
2 → RD

2 . Then the line embedding of the
curve can be obtained as

Posq = MLP(Concat(P1, P2, · · · , Pc)), (18)
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Fig. 5: Illustration of Adaptive Temporal Matching and Dynamic Curve Noising

where MLP fuses the information from all the points into the position informa-
tion of the curve.

Since we use deformable attention to interact the queries with the reference
points for information, we acquire the noised query Qnoise by fusing the content
information with the position information via MLP: RD → RD as

Qnoise = MLP(Concat(Cq, Posq)). (19)

Objective Function Our model adopts an end-to-end training approach. For
the predictions of map queries, we employ the same map loss function as baseline
methods, mainly including the classification loss LFocal, the line loss Lline.

Lmap = λ1LFocal + λ2Lline (20)

where λ1 and λ2 are the default hyper-parameters. Note that for the temporal
methods, like StreamMapNet [37], the translation loss Ltrans is also included.

Additionally, for the prediction results of noised queries, the correspondences
between predictions and ground truth are obtained by ATM module. Then we
use the same type of classification loss and line loss to construct Ldenoise.

Ldenoise = λ1LDN
Focal + λ2LDN

line, (21)

where LDN
Focal and LDN

line are classification loss and the line loss of the denoising
predictions. Finally, the overall loss is defined as:

Ltrain = Lmap + Ldenoise. (22)

5 Experiments

5.1 Experimental Settings

Datasets. We evaluate the SQD on two competitive and large-scale datase-ts,
i.e., nuScenes [3] and Argoverse2 [34]. The nuScenes dataset is annotated with
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Table 1: The effectiveness of SQD on different methods.

Method Backbone Image Size Epoch APped APdiv APbound mAP

MapTR [19] R50 480 × 800 24 46.3 51.5 53.1 50.3
+ SQD R50 480 × 800 24 47.2 53.9 55.6 52.2

BeMapNet [28] R50 512 × 896 24 57.7 62.3 59.4 59.8
+ SQD R50 512 × 896 24 59.1 64.0 62.5 61.9

StreamMapNet [37] R50 480 × 800 24 60.4 61.9 58.9 60.4
+ SQD R50 480 × 800 24 63.0 65.5 63.3 63.9

2 Hz and each sample comprises 6 synchronized cameras. The Argoverse2 is
annotated with 10 Hz. Each frame contains 7 ring cameras and 2 stereo cameras.
We adopt images from the ring cameras only and unify the frame rate of the
dataset to 2 Hz following the implementation in [8, 37].
Evaluation Metrics. For the sake of fair comparison, we focus on three static
map categories, namely lane-divider, ped-crossing, and road-boundary. We eval-
uate the models on both small perceptual range (30m front and back, 15m left
and right) and larger perceptual range (50m front and back, 25m left and right).
The distinct thresholds to calculate the AP is set to {0.5m, 1.0m, 1.5m} for the
30m range, and {1.0m, 1.5m, 2.0m} for the 50m range.
Implementation Details. We adopt ResNet-50 [12] as backbones and use
BEVFormer [18] with a single encoder layer for BEV feature extraction. The
sizes of the BEV feature map are 100 × 50 m for the small perceptual range and
200 × 100 m for the larger range. The loss weight λ1 and λ2 are set to 4.0 and
50.0, respectively. During the single-frame training phase, we adopt the normal
query denoising instead of stream query denoising. All models are trained for 24
epochs on the nuScenes dataset and 30 epochs on the Argoverse 2 dataset. We
adopt AdamW optimizer [25] with a learning rate of 5 × 10−4. All experiments
are conducted on 8 NVIDIA Telsa V100 GPUs with a batch size of 32. More
implementation details can be found in the supplementary material.

5.2 Effectiveness of Stream Query Denoising

Since our SQD is a general strategy for both static and temporal methods, we
conduct the experiments on three typical frameworks to verify the effectiveness
of SQD. As shown in Tab. 1, we first implement the SQD on some static methods.
Specifically, SQD can bring gains of 1.9 mAP and 2.1 mAP to MapTR [19] and
BeMapNet [28], respectively. When the SQD strategy is applied to the temporal
method StreamMapNet [37], it can bring a overall gain of 3.5 mAP. It shows
that it brings more gains compared to static methods. The denoising process
of SQD mainly focus on the learning of temporal consistency of map elements,
which greatly benefits to temporal approaches.
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Table 2: Comparision with SOTAs on nuScenes [3] at 30 m range. The † indicates that
we have added tricks to align with experimental setups of StreamMapNet [37]. The -
means that no corresponding results were reported in the original paper. ∗ indicates
the backbone is pre-trained on DD3D [26].

Method Backbone Image Size Epoch APped APdiv APbound mAP

VectorMapNet [22] R50 256 × 480 110 36.1 47.3 39.3 40.9
MapTR [19] R50 480 × 800 24 46.3 51.5 53.1 50.3

BeMapNet [28] R50 512 × 896 30 57.7 62.3 59.4 59.8
PivotNet [8] R50 - 24 56.2 56.5 60.1 57.6

StreamMapNet [37] R50 480 × 800 24 60.4 61.9 58.9 60.4
SQD-MapNet (Ours) R50 480 × 800 24 63.0 65.5 63.3 63.9
StreamMapNet† [37] R50 480 × 800 24 - - - 62.9
SQD-MapNet† (Ours) R50 480 × 800 24 63.6 66.6 64.8 65.0

SQD-MapNet (Ours) R50 480 × 800 110 69.2 68.3 67.0 68.2
SQD-MapNet (Ours) V2-99∗ 480 × 800 24 65.4 68.7 69.8 68.0
SQD-MapNet (Ours) V2-99∗ 900 × 1600 24 66.0 68.5 71.0 68.5
SQD-MapNet (Ours) V2-99∗ 900 × 1600 110 74.2 72.3 75.6 74.0

Table 3: Comparision with SOTAs on nuScenes [3] at 50 m range. We reproduce the
results of MapTR [19] and StreamMapNet [37] with their public codes. ∗ indicates the
backbone is pre-trained on DD3D [26].

Method Backbone Image Size Epoch APped APdiv APbound mAP

MapTR [19] R50 480 × 800 24 45.5 47.1 43.9 45.5
StreamMapNet [37] R50 480 × 800 24 62.9 63.1 55.8 60.6
SQD-MapNet (Ours) R50 480 × 800 24 67.0 65.5 59.5 64.0
SQD-MapNet (Ours) V2-99∗ 900 × 1600 110 75.5 74.9 75.2 75.2

5.3 Comparisons with State-of-the-arts

Since StreamMapNet is a temporal method and its performance is state-of-the-
art, we equip it with our proposed SQD strategy and rename the overall frame-
work as SQD-MapNet for subsequent performance comparison.
Performance on nuScenes. We first compare the proposed SQD-MapNet with
previous competitive vision-based counterparts on the nuScenes validation set
for both 30m and 50m perception ranges. As shown in Tab. 2, SQD-MapNet
outperforms existing approaches under the 30 m range setting by a significant
margin. Specifically, SQD-MapNet achieves 63.9 mAP within only 24 epochs
under the short-range evaluation settings, surpassing the previous state-of-the-
art method, StreamMapNet, by more than 3.0 mAP. Notably, armed with the
strong V2-99 [14] backbone pretrained on DD3D [26], our SQD-MapNet achieves
68.0 and 74.0 mAP at 24 epochs and 110 epochs respectively, setting new state-
of-the-art for the competitive nuScenes benchmark. At the same time, the results
under the 50 m range setting are shown in Tab. 3. According to Tab. 3, SQD-
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Table 4: Performance comparison of various methods on Argoverse 2 [34] at 30 m
range. - means that no corresponding results were reported in the original paper Since
PivotNet [8] trains the model on the full training set, we reimplement it by training
with the same number of iterations for a fair comparison.

Method Backbone Image Size Epoch APped APdiv APbound mAP

HDMapNet [17] Effi-B0 - - 13.1 5.7 37.6 18.8
VectorMapNet [22] R50 - - 38.3 36.1 39.2 37.9

PivotNet [8] R50 - 6 31.3 47.5 43.4 40.7
StreamMapNet [37] R50 608 × 608 30 62.0 59.5 63.0 61.5
SQD-MapNet (Ours) R50 608 × 608 30 64.9 60.2 64.9 63.3

Table 5: Performance comparison of various methods on Argoverse 2 [34] at 50 m
range. The results of VectorMapNet [22] and MapTR [19] are directly borrowed from
StreamMapNet [37].

Method Backbone Image Size Epoch mAP

VectorMapNet [22] R50 384 × 384 120 30.2
MapTR [19] R50 608 × 608 30 47.5

StreamMapNet [37] R50 608 × 608 30 57.7
SQD-MapNet (Ours) R50 608 × 608 30 59.3

MapNet achieves 64.0 mAP, outperforming other methods. We also provide the
results on the new split of the dataset adopted in StreamMapNet [37] in the
supplementary material.
Performance on Argoverse2. In addition to the widely-adopted nuScenes
dataset, we also gauge SQD-MapNet on the large-scale dataset Argoverse2 [34]
to further validate the effectiveness of our approach. To keep consistent with
the evaluation protocol in nuScenes dataset, we report the results for both 60
×30 m and 100 × 50 m ranges. As shown in Tab. 4 and Tab. 5, SQD-MapNet
consistently outperforms StreamMapNet by about 2.0 mAP under the 30 m
range and the 50 m range, validating the generalization and superiority of our
approach. For the new split of the dataset adopted by StreamMapNet [37], we
additionally show the results in the supplementary material.

5.4 Ablation Study

In this section, we provide extensive ablation studies to explore the effectiveness
of the main components in SQD-MapNet, providing a deeper understanding of
our approach. If not specified, all experiments are conducted on nuScenes dataset
at a perceptual range of 60 × 30 m.
Main Ablations To understand how each component contributes to the fi-
nal performance, we subsequently add the proposed modules to our baseline
and report the performance in Tab. 6. First, to demonstrate the effectiveness
of the SQD strategy, we remove the SQD strategy from SQD-MapNet, which
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Table 6: Ablations on each component in SQD-MapNet. ATM denotes Adaptive Tem-
poral Matching and DCN denotes Dynamic Curve Noising.

Method APped APdiv APbound mAP

w/o SQD 57.4 61.8 58.3 59.2
w/o ATM 61.4 63.1 64.3 62.9
w/o DCN 60.7 62.9 61.0 61.5
SQD-MapNet 63.0 65.5 63.3 63.9

Table 7: (a) Ablations on matching scale in Adaptive Temporal Matching. (b) Effec-
tiveness of different decay rates of noise in Dynamic Curve Noising.

Scale ATM mAP

Fixed δ ✗ 62.9
α = 0.05 ✓ 63.0
α = 0.1 ✓ 63.5
α = 0.2 ✓ 62.9
α = 0.3 ✓ 63.0

Decay Rate APped APdiv APbound mAP

γ = 0.0 61.8 64.1 62.8 62.9
γ = 0.2 63.0 65.5 63.3 63.9
γ = 0.3 59.0 64.1 63.8 62.3
γ = 0.5 59.7 65.8 63.7 63.0
γ = 0.7 61.7 64.0 61.3 62.4

is denoted as w/o SQD. Next, to verify the effectiveness of Adaptive Temporal
Matching (ATM), we replace the ATM with a fixed threshold matching, which
is denoted as w/o ATM. Finally, to verify the effectiveness of Dynamic Curve
Noising (DCN), we remove DCN from SQD-MapNet, and this is denoted as w/o
DCN. As shown in Tab. 6, the SQD strategy can yield a performance enhance-
ment of 4.7 mAP. More specifically, ATM obtains a gain of 1.0 mAP and DCN
improves the performance by a large margin (2.4 mAP).
Matching scale for Adaptive Temporal Matching Tab. 7 ablates the per-
formance of different tolerance degrees of matching on SQD-MapNet. Concretely,
α denotes the value of the tolerance degree, which is defined in Eq. (9). Due
to the ignorance of the curve’s properties, the strategy of a fixed threshold only
achieves 62.8 mAP. When the tolerance degree α is small, the result is not opti-
mal, suggesting that strict matching may cause some ground truths to be filtered
out during the denoising process. As the value of α increases, which means the
tolerance level of transformation bias becomes larger, more positive samples of
the previous frame can be matched. Specifically, the performance reaches 63.5
mAP when α equals 0.1. However, when α keeps increasing, the detection accu-
racy starts to incline, indicating that there are plenty of noisy samples from the
previous frames incorrectly matched with ground truths at the current frame.
Decay Rate of Noise After transforming the curves of the previous frame to
the current frame, there is natural noise between the previous ground truth and
the current ones. On this basis, we add extra noise during the dynamic curve
noising. Therefore, deciding the right level of decay rates of the added noise is
non-trivial. We experiment SQD-MapNet with different values of γ defined in
Tab. 7. From the table, we can conclude that a small ratio of 0.2 can balance
both the learning diversity and the negative effect introduced by noise.
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Ground Truth OursStreamMapNetStatic BaselineMulti-view Images

Fig. 6: Comparison with the static baseline and StreamMapNet [37] on qualitative
visualization under different scenarios. In HD-map, green lines denote road boundaries,
red lines indicate lane-dividers, and blue lines denote pedestrian crossings.

5.5 Qualitative Analysis

We show some qualitative comparisons with the static baseline, StreamMap-
Net [37], and SQD-MapNet in Fig. 6. The static baseline is reproduced with
StreamMapNet without temporal propagation. We can find that the static base-
line and StreamMapNet easily fail to recognize some curves in both simple and
complex scenes. Compared to other methods, SQD-MapNet achieves the tem-
poral consistency effectively, and accurately recognizes curves.

6 Conclusion

In this paper, we introduce stream query denoising (SQD) strategy to learn the
temporal consistency of map elements for HD-map construction. Such strategy
is only applied during the training process and can be removed for inference.
Extensive experiments on nuScenes and Argoverse2 show that the performance
of both static and temporal models are greatly improved with the proposed SQD
strategy. The resulting SQD-MapNet framework is remarkably superior to other
existing methods across all settings of close range and long range.
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