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Abstract. 6-DoF grasp detection has been a fundamental and chal-
lenging problem in robotic vision. While previous works have focused
on ensuring grasp stability, they often do not consider human intention
conveyed through natural language, hindering effective collaboration be-
tween robots and users in complex 3D environments. In this paper, we
present a new approach for language-driven 6-DoF grasp detection in
cluttered point clouds. We first introduce Grasp-Anything-6D, a large-
scale dataset for the language-driven 6-DoF grasp detection task with 1M
point cloud scenes and more than 200M language-associated 3D grasp
poses. We further introduce a novel diffusion model that incorporates
a new negative prompt guidance learning strategy. The proposed neg-
ative prompt strategy directs the detection process toward the desired
object while steering away from unwanted ones given the language in-
put. Our method enables an end-to-end framework where humans can
command the robot to grasp desired objects in a cluttered scene using
natural language. Intensive experimental results show the effectiveness of
our method in both benchmarking experiments and real-world scenarios,
surpassing other baselines. In addition, we demonstrate the practicality
of our approach in real-world robotic applications. Our project is avail-
able at https://airvlab.github.io/grasp-anything.
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1 Introduction

Grasp detection stands as a foundational and enduring challenge in the field of
robotics and computer vision [8, 23]. This task involves identifying a suitable
configuration for the robotic hand that stably grasps the objects, facilitating
the effective manipulation capability in the robot’s operating environment. Tra-
ditional grasp detection methods have predominantly focused on ensuring the
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stability of the detected grasp pose, while often neglecting the human inten-
tion. This limitation underscores a large gap between current approaches and
real-world user-specified requirements [72]. The integration of human intention
conveyed through natural language, is therefore crucial to help robots perform
complex tasks more flexibly. This enables users to communicate task specifica-
tions more intuitively and comprehensively to the intelligent robot, facilitating
a more effective human-robot collaboration.

Get the sunglasses. Hand me the spoon. Pick up the green pencil. Give me the wrist-watch.Grasp the mug.

Fig. 1: We tackle the task of language-driven 6-DoF grasp detection in cluttered 3D
point cloud scenes.

In recent years, thanks to advancements in large language models [10,11,46]
and large vision-language models [27, 28, 51], there has been a surge of interest
in language-driven robotics research [5, 6, 13, 40, 52, 69, 84]. This research field
focuses on developing intelligent robots that can understand and respond to hu-
man linguistic commands. For example, SayCan [6] and PaLM-E [10] are robotic
language models designed to provide instructions for robots operating in real-
world environments. Trained on large-scale data, RT-1 [5] and RT-2 [84] are
robotic systems capable of performing low-level actions in response to natural
language commands. While significant progress has been made in the field, it is
noteworthy that only a few works have addressed the task of language-driven
grasp detection [39, 52, 64, 65, 67, 72]. Furthermore, these methods still exhibit
considerable shortcomings. Particularly, while the authors in [39,64] solely focus
on single-object scenarios, the works in [65, 67, 72] restrict grasp detection to
2D configurations. These limitations prevent the robot from capturing the com-
plexity of real-world 3D and multi-object scenarios. In this research, we address
these limitations by training a new system that detects language-driven 6-DoF
grasp poses, with a focus on grasping objects within diverse and complex scenes
represented as 3D point clouds.

We first introduce a new dataset, namely Grasp-Anything-6D, as a large-
scale dataset for language-driven 6-DoF grasp detection in 3D point clouds. Our
dataset builds upon the Grasp-Anything dataset [72] and incorporates a state-
of-the-art depth estimation method [4] to support 2D to 3D projection, and
manual correction to ensure the dataset quality. Specifically, Grasp-Anything-
6D provides one million (1M) 3D point cloud scenes with comprehensive object
grasping prompts and dense 6-DoF grasp pose annotations. With its extensive
volume, our dataset enables the capability of 6-DoF grasp detection using lan-
guage instructions directly from the point cloud. Empirical demonstrations show
that our dataset successfully facilitates grasp detection in diverse and complex
scenes, both in vision-based experiments and real-world robotic settings.


